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1 Introduction

The main objective of this paper is to study the generalized Bolza problem (P ) governed by
delay-differential inclusions in infinite dimensions with finitely many equality and inequality
endpoint constraints given by Lipschitzian functions and with multivalued initial conditions.
The problem (P ) under consideration is formulated as follows.

Let X be a Banach state space, let [a, b] ⊂ IR be a fixed time interval, and let x : [a −
∆, b] → X be a feasible trajectory of the constrained delay-differential inclusion

ẋ(t) ∈ F (x(t), x(t−∆), t) a.e. t ∈ [a, b], x(a) = x0 ∈ X, (1.1)
x(t) ∈ C(t) a.e. t ∈ [a−∆, a), (1.2)
ϕi(x(b)) ≤ 0, i = 1, . . . , m, (1.3)
ϕi(x(b)) = 0, i = m + 1, . . . , m + r, (1.4)

with a given time delay ∆ > 0, where F : X×X× [a, b] →→ X and C : [a−∆, a] →→ X are set-
valued mappings defined the system dynamics and the initial state conditions, respectively,
and where the functions ϕi, i = 1, . . . , m + r, define the endpoint constraints.
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By a feasible arc above we mean a mapping x : [a − ∆, b] → X that is summable on
[a−∆, a], Fréchet differentiable for a.e. t ∈ [a, b] satisfying the Newton-Leibnitz formula

x(t) = x(a) +
∫ t

a

ẋ(s) ds for all t ∈ [a, b] (1.5)

and all the constraints in (1.1)–(1.4), where the integral in (1.5) is taken in the Bochner sense.
It is well known that for X = IRn the classical a.e. differentiability and Newton-Leibnitz
requirements on x(t), a ≤ t ≤ b, can be equivalently replaced by its absolute continuity in the
standard sense. In fact, there is a full description of Banach spaces, where this equivalence
holds true: they are spaces satisfying the so-called Radon-Nikodým property (RNP); see,
e.g., [2]. The latter property is fulfilled, in particular, in any reflexive space.

Given now the endpoint cost function ϕ0 : X → IR and the integrand f : X ×X ×X ×
[a, b] → IR, we consider the Bolza functional

J [x] := ϕ0(x(b)) +
∫ b

a

f(x(t), x(t−∆), ẋ(t), t) dt (1.6)

and formulate the dynamic optimization/optimal control problem (P ) as

minimize J [x] subject to (1.1)− (1.4) (1.7)

over feasible arcs x : [a −∆, b] → X assuming that J [x] > −∞ for all the feasible arcs and
there is at least one feasible x(·) with J [x] < ∞.

It has been well recognized that the generalized Bolza problem (P ) is a convenient
model in dynamic optimization unifying many other problems of this kind and containing,
in particular, conventional parameterized forms of optimal control problems governed by
controlled delay-differential equations of the type

ẋ(t) = g(x(t), x(t−∆), u, t), u ∈ U , a.e. t ∈ [a, b]. (1.8)

Besides more generality and other advantages of model (1.1) in comparison with that for
(1.8), the direct inclusion description (1.1) allows us to cover (at least in principle, in the
case of continuous feedbacks) the closed-loop case U = U(x) in (1.8), which is among the
most challenging in control theory and the most important for various applications. Note
also that the presence of the set-valued mapping C(·) defined on the initial time interval
[a −∆, a) in (1.2) is a specific feature of delay-differential systems providing an additional
source for optimizing the cost functional (1.6) by a choice of the initial condition x(t) ∈ C(t)
on [a−∆, a).

The problem (P ) under consideration has been studied in [12] in the case of finite-
dimensional state spaces X = IRn; see also the references therein for previous developments
on finite-dimensional delay-differential inclusions as well as the books [8, 14] for more dis-
cussions and references on a variety of approaches and results on nondelayed counterparts
of problem (P ) and related finite-dimensional control systems. On the other hand, there
are recent developments in [8, 9] for nondelayed differential and evolution inclusions with
infinite-dimensional state spaces and various types of endpoint constraints. Finally, in our
recent paper [11] we consider a counterpart of problem (P ) in infinite dimensions with gen-
eral endpoint constraints in the geometric form

x(b) ∈ Ω ⊂ X (1.9)
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instead of the functional ones given by in (1.3) and (1.4).
The major and most restrictive assumption of [11] imposes the sequential normal com-

pactness (SNC) property on the target set Ω, which is automatic when the space X is
finite-dimensional while cannot be easily checked in infinite-dimensional settings. Roughly
speaking, the SNC property means that a set should be “sufficiently fat” around the point in
question; in particular, it is never satisfied for singletons in every infinite-dimensional space.
This property is closely related to the so-called finite-codimension property of convex sets,
which is essential for the fulfillment of the appropriate versions of the Pontryagin maximum
principle for infinite-dimensional problems of optimal control; see, e.g., [3, 5, 8] for more
discussions and references.

The main result of this paper justifies extended Euler-Lagrange necessary optimality con-
ditions for the formulated Bolza problem (P ) that are of the same type as in [11] with an
appropriate subdifferential counterpart of the transversality inclusion, but without any SNC
assumptions on the set of endpoint constraints given by finitely many Lipschitzian functions.
It follows from [7, Theorem 3.86] that sets described by finitely many Lipschitz continuous
functions exhibit the SNC property provided the fulfillment of certain qualification condi-
tions that are not imposed in this paper. The results obtained below are extensions to the
case of delay systems under consideration of those established in [9] for nondelayed infinite-
dimensional inclusions providing at the same time certain improvements of [9] even in the
nondelayed setting. Indeed, in contrast to [9], we consider here nonautonomous systems and
use for them extended version of the limiting normal cone and subdifferential to describe
adjoint inclusions in the corresponding necessary optimality conditions.

In comparison with [11] we derive necessary optimality conditions not just for global
solutions to (P ) but in the essentially more subtle and difficult setting of relaxed interme-
diate local minimizers introduced here for the delay-differential problems with multivalued
initial conditions following the scheme of [6] in the case of nondelayed differential inclusions.
The treatment of local minimizers of this type requires a more delicate variational analysis
performed in this paper.

The driving force of our approach to obtain necessary optimality conditions for continuous-
time systems is the method of discrete approximations developed in [6] for finite-dimensional
nondelayed inclusions and then extended in [8, 9, 11, 12] to more general settings.

The rest of the paper is organized as follows. In Section 2 we formulate the standing
assumptions and then define and discuss the notions of intermediate local minimizers and
relaxed intermediate local minimizers for the delayed problem (P ) under consideration.

Section 3 is devoted to the construction and justification of well-posed discrete approx-
imations of intermediate local minimizers for problem (P ) with taking into account the
Lipschitzian functional description of endpoint constraints in (1.3) and (1.4). Using fur-
ther the possibility of strong approximation of feasible trajectories for (P ) by their discrete
counterparts established in [11] and developing a certain relaxation procedure, we prove the
L1/W 1,1-strong convergence of optimal trajectories for discrete problems to the given relaxed
intermediate local minimizer for the original problem (P ). This result requires appropriate
geometric assumptions on the Banach state space X in question that hold, in particular,
when X is reflexive.

In Section 4 we briefly overview the basic constructions of dual-space generalized dif-
ferentiation (normals to sets, coderivatives of set-valued mappings, and subdifferentials of
extended-real-valued functions) playing a fundamental role in the subsequent variational
analysis and the derivation of necessary optimality conditions for discrete-time and continuous-
time optimization problems.

Section 5 is devoted to deriving necessary optimality conditions for the discrete approxi-
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mation problems constructed in Section 3, which are governed by delay-difference inclusions
with Lipschitzian endpoint constraints in infinite-dimensional spaces. Our approach is based
on reducing the dynamic discrete-time problems under consideration to the corresponding
non-dynamic problems of mathematical programming that contain, along with Lipschitzian
functional constraints, an increasing number of geometric constraints with possibly empty
interiors. We obtain necessary optimality conditions for these problems by using advanced
tools of variational analysis and generalized differential calculus in infinite dimensions. Fi-
nally, Section 6 presents the main result of the paper on the Euler-Lagrange necessary
optimality conditions for relaxed intermediate local minimizers in the infinite-dimensional
problem (P ) with Lipschitzian endpoint constraints without SNC assumptions on the ini-
tial data. These conditions are derived by passing to the limit from the “fuzzy” optimality
conditions for the approximating delay-difference problems established in Section 5.

Our notation is basically standard; cf. [7, 8]. Unless otherwise stated, all the spaces
considered are Banach with the norm ‖ · ‖ and the canonical pairing 〈·, ·〉 between the space
in question, say X, and its topological dual X∗ the weak∗ topology of which is denoted
by w∗. We use the symbols IB and IB∗ to signify the closed unit balls of the space in
question and its dual, respectively. Given a set-valued mapping F : X →→ X∗, its sequential
Painlevé-Kuratowski upper/outer limit at x̄ is

Lim sup
x→x̄

F (x) :=
{

x∗ ∈ X∗
∣∣∣ ∃ sequences xk → x̄, x∗k

w∗→ x∗ with

x∗k ∈ F (xk) as k ∈ IN := {1, 2, . . .}
}

.
(1.10)

2 Intermediate Minimizers and Relaxation

We begin this section with formulating the notion of intermediate local minimizers for prob-
lem (P ), which extends the original definition given in [6] (see also [8, Subsection 6.1.2])
from ordinary differential to delay-differential systems with multivalued initial conditions.

Definition 2.1 (intermediate local minimizers for delay-differential systems). A
feasible arc x̄ : [a − ∆, b] → X is an intermediate local minimizer (i.l.m.) of rank
(r, p) ∈ [1,∞)2 for (P ) if there are numbers ε > 0, ν ≥ 0, and α ≥ 0 such that J [x̄] ≤ J [x]
for all feasible arcs x : [a−∆, b] → X to (P ) satisfying the relationships

‖x(t)− x̄(t)‖ < ε for all t ∈ [a, b] and (2.1)

ν

∫ a

a−∆

‖x(t)− x̄(t)‖r dt + α

∫ b

a

‖ẋ(t)− ˙̄x(t)‖p dt < ε. (2.2)

Observe that relationships (2.1) and (2.2) mean that we consider in fact a neighborhood
of x̄(t), t ∈ [a−∆, b], in the Sobolev space W 1,p([a, b];X) with the norm

‖x(·)‖W 1,p := max
t∈[a,b]

‖x(t)‖+
( ∫ b

a

‖ẋ(t)‖p dt
)1/p

on the main interval [a, b] and in the classical Lebesgue space Lr([a−∆, a];X) on the initial
interval [a − ∆, a]. The case of α = 0 for nondelayed systems (∆ = 0) with the only
requirement (2.1) in Definition 2.1 clearly corresponds to the classical strong local minimum
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with respect to a neighborhood of x̄(·) in the norm topology of C
(
[a, b];X

)
. If instead of

(2.2) with ∆ = 0 we put the more restrictive L∞-norm requirement

‖ẋ(t)− ˙̄x(t)‖ < ε a.e. t ∈ [a, b],

we have the classical weak local minimum in the framework of Definition 2.1. Thus the notion
introduced for the first time in Definition 2.1 for delay-differential systems with taking into
account the multivalued initial condition (1.2) reduces to the notion of intermediate local
minimizers given in [6] for ordinary differential inclusions and occupies, for any p ∈ [1,∞), an
intermediate position between the classical concepts of strong and weak local minima. It has
been well recognized that this notion is indeed different from both classical notions even for
convex and autonomous nondelayed systems in finite dimensions; see [8] and the references
therein. Of course, all the necessary conditions for intermediate minimizers automatically
hold for strong (and hence for global) minimizers considered in [11] for the case of geometric
endpoint constraints.

Let now x̄(·) be an arbitrary i.l.m. for problem (P ). We impose the following standing
assumptions on the the initial data of (P ) used throughout the whole paper:

(H1) The mapping C : [a − ∆, a] →→ X is compact-valued, Hausdorff continuous for a.e.
t ∈ [a−∆, a], and uniformly bounded, i.e., there is MC > 0 such that

C(t) ⊂ MCIB on [a−∆, a].

(H2) There are an open set U ⊂ MCIB and two positive numbers LF and MF such that
x̄(t) ∈ U for any t ∈ [a, b], the sets F (x, y, t) are nonempty and compact for all
(x, y, t) ∈ U × (MCIB)× [a, b], and the following inclusions

F (x, y, t) ⊂ MF IB for all (x, y, t) ∈ U × (MCIB)× [a, b], (2.3)
F (x1, y1, t) ⊂ F (x2, y2, t) + LF (‖x1 − x2‖+ ‖y1 − y2‖)IB, (2.4)

hold whenever (x1, y1), (x2, y2) ∈ U × (MCIB) and t ∈ [a, b]. Note that (2.3) means
the uniform boundedness of F (x, y, t) on U × (MCIB) × [a, b] while (2.4) signifies the
local Lipschitz continuity of F (·, ·, t) around (x̄(t), x̄(t−∆)).

(H3) F (x, y, ·) is Hausdorff continuous for a.e. t ∈ [a, b] uniformly in (x, y) ∈ U × (MCIB).

(H4) The endpoint cost function ϕ0 and all the endpoint constraint functions ϕi, i =
1, . . . , m + r, are locally Lipschitzian around x̄(b) with the common Lipschitz constant
` ≥ 0.

(H5) The integrand f(x, y, v, ·) is continuous for a.e. t ∈ [a, b] and bounded uniformly with
respect to (x, y, v) ∈ U × (MCIB) × (MF IB); furthermore, there is µ > 0 such that
f(·, ·, ·, t) is continuous on the set

Aµ(t) =
{
(x, y, v) ∈ U × (MCIB)× (MF + µ)IB

∣∣ v ∈ F (x, y, s) for some s ∈ (t− µ, t]
}

uniformly in t ∈ [a, b].

It is easy to observe that the assumptions made allow us to conclude that the i.l.m. notion
introduced in Definition 2.1 is invariant with respect to any r, p ∈ [1,∞). We use this in
what follows.

To proceed further, along with the original problem (P ) consider its “relaxed” counter-
part constructed in the way well understood in optimal control and variational analysis; see,
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e.g., the books [8, 13, 15]. Roughly speaking, the relaxed problem is obtained from (P ) by
a convexification procedure with respect to the velocity variable. Let

fF (x, y, v, t) := f(x, y, v, t) + δ(v;F (x, y, t)),

where δ(·; Θ) stands for the indicator function of the set in question equal to 0 on Θ and to
∞ otherwise. Denote by f̂F (x, y, v, t) the biconjugate (second conjugate) function to fF in
v, i.e.,

f̂F (x, y, v, t) := (fF )∗∗v (x, y, v, t).

The relaxed generalized Bolza problem (R) for the original problem (P ) governed by the
delay-differential inclusions under consideration is defined as follows:

minimize Ĵ [x] := ϕ0(x(b)) +
∫ b

a

f̂F (x(t), x(t−∆), ẋ(t), t) dt (2.5)

over feasible trajectories x(t), a − ∆ ≤ t ≤ b, of the same class as for (P ) but to the
convexified delay-differential inclusion

ẋ(t) ∈ clcoF (x(t), x(t−∆), t) a.e. t ∈ [a, b], x(a) = x0 (2.6)

with the initial condition (1.2) and the endpoint constraints (1.3) and (1.4). As usual, the
symbol “clco” in (2.6) stands for the convex closure of the set in question. Note that, since
the domain of f̂F ((x(t), x(t−∆), ·, t) belongs to the set clcoF (x(t), x(t−∆), t), the dynamic
constraint (2.6) automatically follows from (2.5), but we would like to keep it to emphasize
the convexified structure of the relaxed delay-differential inclusion.

Close relationships between the original and relaxed problems have been well understood
in the calculus of variations and control theory for both differential and delay-differential
systems; see the aforementioned books and the references therein. In fact, these relationships
involving a certain relaxation stability reflect the deep hidden convexity property inherent in
continuous-time (nonatomic measure) dynamic systems defined by differential and integral
operators due to the fundamental Lyapunov-Aumann convex theorem and its extensions; see
[8, 13, 15] for more details.

A local version of relaxation stability regarding intermediate minimizers for the delay-
differential Bolza problem (P ) is postulated as follows and is studied in this paper.

Definition 2.2 (relaxed intermediate local minimizers for delay-differential sys-
tems). A feasible arc x̄(·) to the Bolza problem (P ) is a relaxed intermediate local
minimizer (r.i.l.m.) of rank (r, p) ∈ [1,∞)2 for (P ) if it is an intermediate local minimizer
of this rank for the relaxed problem (R) providing the same value of the cost functionals:
J [x̄] = Ĵ [x̄].

Similarly to the i.l.m. case, we conclude and use in what follows that the notion of
relaxed intermediate local minimizers do not actually depend on rank (r, p) ∈ [1,∞)2 under
the assumptions made. Also we always take ν = α = 1 in (2.2) for simplicity.

3 Discrete Approximations

In this section we present basic constructions of the method of discrete approximations in
the theory of necessary optimality conditions for delay-differential inclusions following the
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scheme of [11] developed there for the case of geometric constraints. Here we make im-
portant modifications required for intermediate local minimizers and Lipschitzian functional
endpoint constraints (1.3) and (1.4) under consideration.

Let us first construct discrete approximations of the delay-differential inclusion (1.1) by
replacing the time-derivative in (1.1) by the uniform Euler finite difference:

ẋ(t) ≈ x(t + h)− x(t)
h

, h → 0.

To formalize this procedure, for any natural number N ∈ IN we define the discretization
step hN := ∆/N and consider the discrete mesh on [a − ∆, b] given by tj := a + jhN for
j = −N, . . . , k and tk+1 := b, where k ∈ IN is defined by

a + khN ≤ b < a + (k + 1)hN . (3.1)

Note that t−N = a − ∆, t0 = a, and hN → 0 as N → ∞. Then the sequence of delay-
difference inclusions approximating (1.1) is constructed as follows:





xN (tj+1) ∈ xN (tj) + hNF (xN (tj), xN (tj −∆), tj), j = 0, . . . , k, x(t0) = x0,

xN (tj) ∈ C(tj) for j = −N, . . . ,−1.
(3.2)

The collection of vectors {xN (tj) | j = −N, . . . , k + 1} satisfying (3.2) is called a discrete
trajectory. The corresponding collection

{xN (tj+1)− xN (tj)
hN

∣∣∣ j = 0, . . . , k
}

is called a discrete velocity. We also consider the extended discrete velocities defined by

vN (t) :=
xN (tj+1)− xN (tj)

hN
, t ∈ [tj , tj+1), j = 0, . . . , k.

It follows from the definition of the Bochner integral that the corresponding extended discrete
trajectories are given by

xN (t) = x(a) +
∫ t

a

vN (s)ds, t ∈ [a, b],

on the main interval [a, b] and by

xN (t) := xN (tj), t ∈ [tj , tj+1), j = −N, . . . ,−1,

on the initial tail interval [a−∆, a). Observe that ẋN (t) = vN (t) for a.e. t ∈ [a, b].

The next result, which plays a significant role in the method of discrete approximations,
establishes the strong approximation of any feasible trajectory x̄(·) to the original delay-
differential inclusion given in (1.1) and (1.2) by extended feasible trajectories to its delay-
difference counterpart (3.2) in the following sense: the approximation/convergence in the
W 1,1([a, b];X)-norm on the main interval [a, b] and the one in the L1([a−∆, a];X)-norm on
the initial interval [a − ∆, a]. Note that the strong W 1,1-convergence of extended discrete
trajectories on [a, b] implies not only their uniform convergence on this interval but also the
a.e. pointwise convergence of their derivatives on [a, b] along some subsequence of {N} as
N →∞. A detailed proof of this result is given in [11, Theorem 2.1] with more discussions
therein.
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Lemma 3.1 (strong approximation by discrete trajectories). Let x̄(·) be a feasible
trajectory to (1.1) and (1.2) under assumptions (H1)–(H3), where X is an arbitrary Banach
space. Then there is a sequence of solutions {zN (tj) | j = −N, . . . , k + 1} to the delay-
difference inclusions (3.2) such that the extended discrete trajectories zN (t), t ∈ [a −∆, b],
converge to x̄(·) strongly in L1 on [a−∆, a] and strongly in W 1,1 on [a, b] as N →∞.

From now on we fix an arbitrary arc x̄(·) and assume that it is a relaxed intermediate local
minimizer for problem (P ) considering the case of r = p = 2 and ν = α = 1 in Definition 2.1
and Definition 2.2 without loss of generality. Having a positive number ε from the latter
definitions and an open set U from the assumptions in (H2), we always suppose that

x̄(t) + ε/2 ∈ U for all t ∈ [a, b]

and take a sequence {zN (t), a − ∆ ≤ t ≤ b} of the extended trajectories for the delay-
difference inclusions (3.2) approximating x̄(·) in the sense of Lemma 3.1. Denoting

ηN := max
t∈[a,b]

‖zN (t)− x̄(t)‖ → 0 as N →∞, (3.3)

construct the sequence of discrete approximation problems (PN ) as follows:

minimize JN [xN ] := ϕ0(xN (b)) +
−1∑

j=−N

∫ tj+1

tj

‖xN (tj)− x̄(t)‖2dt

+ hN

k∑

j=0

f
(
xN (tj), xN (tj −∆),

xN (tj+1)− xN (tj)
hN

, tj

)

+
k∑

j=0

∫ tj+1

tj

∥∥∥xN (tj+1)− xN (tj)
hN

− ˙̄x(t)
∥∥∥

2

dt

(3.4)

subject to the constraints

xN (tj+1) ∈ xN (tj) + hNF (xN (tj), xN (tj −∆), tj), j = 0, . . . , k, x(t0) = x0,(3.5)
xN (tj) ∈ C(tj), j = −N, . . . ,−1, (3.6)
ϕi(xN (tk+1)) ≤ `ηN , for i = 1, . . . , m, (3.7)
−`ηN ≤ ϕi(xN (tk+1)) ≤ `ηN , for i = m + 1, . . . , m + r, (3.8)

‖xN (tj)− x̄(tj)‖ ≤ ε

2
, j = 1, . . . , k + 1, (3.9)

−1∑

j=−N

∫ tj+1

tj

‖xN (tj)− x̄(t)‖2dt ≤ ε

2
, (3.10)

k∑

j=0

∫ tj+1

tj

∥∥∥xN (tj+1)− xN (tj)
hN

− ˙̄x(t)
∥∥∥

2

dt ≤ ε

2
. (3.11)

The next theorem justifies the existence of optimal solutions x̄N (·) to the discrete ap-
proximation problems (PN ) and their strong convergence to the reference r.i.l.m. x̄(·) for the
original problem (P ). The strong convergence x̄N (·) → x̄(·) is understood in the same sense
as in Lemma 3.1, i.e., as the norm convergence in L1 on the initial tail interval [a−∆, a] and
as the norm convergence in W 1,1 on the main interval [a, b]. In fact, under the assumptions
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made in (H1) and (H2), the strong convergence above can be equivalently replaced by that
in the norm of Lr on [a−∆, a] and in the norm of W 1,p on [a, b] for any r, p ≥ 1.

In contrast to Lemma 3.1 held in the general Banach state space X, the main part (ii)
of Theorem 3.2 established below requires additional geometric assumptions imposed on the
Banach space X in question. Namely, we assume that both spaces X and X∗ are Asplund,
which automatically holds if X is reflexive. Recall that a Banach space X is Asplund if every
separable subspace of X has a separable dual. This is a broad class of Banach spaces well
investigated in geometric theory and widely applied to many aspects of variational analysis
and generalized differentiation; see the books [1, 2, 7, 8] for more details, numerous results,
and discussions. Recall a remarkable fact from the geometric theory of Banach spaces: X
is Asplund if and only if the dual space X∗ has the Radon-Nikodým property.

Furthermore, part (ii) of the next theorem requires additional technical assumptions on
the initial data in the case of set-valued initial conditions (1.2):

(H6) either the set C(t) is a singleton {c(t)} for a.e. t ∈ [a−∆, a]; or the set C(t) is convex
for a.e. t ∈ [a−∆, a], the mapping F (x, y, t) is linear in y for a.e. t ∈ [a, a + ∆], and
the function f(x, y, v, t) is convex in (y, v) for a.e. t ∈ [a, a + ∆].

Theorem 3.2 (strong convergence of discrete optimal solutions). Let x̄(·) be the
given relaxed intermediate local minimizer for the original Bolza problem (P ) with the Ba-
nach state space X, let {(PN )} as N ∈ IN be a sequence of discrete approximation problems
constructed above, and let the standing assumptions (H1)–(H5) be satisfied. Then the fol-
lowing assertions hold:

(i) For all N ∈ IN sufficiently large problem (PN ) admits an optimal solution.

(ii) If in addition both spaces X and X∗ are Asplund and (H6) holds, then any sequence
{x̄N (·)} of optimal solutions to (PN ) extended to the continuous-time interval [a − ∆, b]
converges to x̄(·) as N → ∞ in the L1-norm topology on [a −∆, a] and in the W 1,1-norm
topology on [a, b].

Proof. To justify assertion (i), we first observe that the set of feasible solutions to each
problem (PN ) is nonempty for all N ∈ IN sufficiently large. Indeed, pick the discrete
trajectory zN (·) approximating the given minimizer x̄(·) by Lemma 2.1 and show that it
satisfies all the constraints (3.7)–(3.11) for large N . By assumption (H4) we have

|ϕi(zN (tk+1))− ϕi(x̄(b))| ≤ `‖zN (tk+1)− x̄(tk+1)‖ ≤ `ηN for all i = 1, . . . , m + r

due to (3.3). This implies the fulfillment of the endpoint constraints (3.7) and (3.8) for
zN (·), since those in (1.3) and (1.4) hold for x̄(·). The fulfillment of (3.9) for zN (·) follows
directly from the construction of ηN → 0 in (3.3). Further, it is easy to check that

−1∑

j=−N

∫ tj+1

tj

‖zN (tj)− x̄(t)‖2dt =
∫ a

a−∆

‖zN (t)− x̄(t)‖2dt =: αN

for the piecewise linear extension of zN (·) to [a−∆, a) and

k∑

j=0

∫ tj+1

tj

∥∥∥zN (tj+1)− zN (tj)
hN

− ˙̄x(t)
∥∥∥

2

dt =
∫ b

a

‖żN (t)− ˙̄x(t)‖2dt =: βN

for the piecewise linear extension of zN (·) to [a, b]. By the aforementioned equivalence
between the L1/W 1,1 and L2/W 1,2 convergence in Lemma 2.1, we have that αN → 0 and
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βN → 0 as N → ∞, which justifies the fulfillment of (3.10) and (3.11) for large N . The
existence of optimal solutions to (PN ) follows now from the classical Weierstrass theorem
due to the compactness and continuity assumptions made in (H1)–(H5).

To justify further assertion (ii) of the theorem on the strong convergence of discrete
optimal trajectories, we observe first that

lim sup
N→∞

JN [x̄N ] ≤ J [x̄] (3.12)

in any Banach spaces, which can be proved similarly to [8, Theorem 6.13] by using the
Lebesgue dominated convergence theorem for the Bochner integral held due to (H5). Let
us show that (3.12) implies the claimed strong convergence x̄N (·) → x̄(·) as N →∞ under
(H6) and the Asplund property of both spaces X and X∗. This clearly follows from the
relation

lim
N→∞

[
ρN :=

∫ a

a−∆

‖x̄N (t)− x̄(t)‖2 dt +
∫ b

a

‖ ˙̄xN (t)− ˙̄x(t)‖2 dt
]

= 0, (3.13)

which we now prove by contradiction under the additional assumptions imposed.
Supposing that (3.13) does not hold, we get a number ρ > 0 such that ρN → ρ as N →∞

with no loss of generality. Observe, by the discussions above, that both spaces X and X∗

have the Radon-Nikodým property. Thus, applying the Dunford weak compactness theorem
given, e.g., in [2, Theorem IV.I], we find x̃(·) ∈ L1([a − ∆, a];X) and v(·) ∈ L1([a, b];X)
such that

x̄N (·) → x̃(·) weakly in L1([a−∆, a];X) and ˙̄xN (·) → v(·) weakly in L1([a, b];X)(3.14)

as N → ∞. It follows from [13, Theorem 3.4.2] that the sequence {x̄N (t), a ≤ t ≤ b} is
relatively compact in the norm topology of the space C([a, b];X). Taking into account the
weak continuity of the Bochner integral as an operator from L1([a, b];X) into X and passing
to the limit in the Newton-Leibniz formula for x̄N (t), a ≤ t ≤ b, as N → ∞ we conclude
that x̃(·) ∈ C([a, b];X) on [a, b] and that v(t) = ˙̃x(t) for a.e. t ∈ [a, b].

Let us show next that the limiting function x̃(t), a−∆ ≤ t ≤ b, satisfies all the constraints
in (1.2)–(1.4) and, furthermore, belongs to the prescribed neighborhood of the intermediate
local minimizer x̄(·) defined by (2.1) and (2.2) with r = p = 2 and ν = α = 1.

To check this for (1.2) on the initial interval [a−∆, a], we employ to x̄N (·) on [a−∆, a] the
classical Mazur theorem, which ensures by the first relation in (3.14) the L1([a−∆, a];X)-
norm convergence to x̃(·) of a sequence of convex combinations of x̄N (·). Since the latter
convergence implies the a.e. pointwise on [a − ∆, a] convergence of a subsequence of these
convex combinations and since the sets C(t) are assumed to be Hausdorff continuous in (H1)
and convex in (H6) for a.e. t ∈ [a − ∆, a], we conclude that x̃(·) satisfies (1.1) by passing
to the limit in (3.6) as N →∞. The fulfillment of the endpoint constraints (1.3) and (1.4)
for x̃(·) follows by passing to the limit in (3.7) and (3.8) for x̄N (·) with tk+1 = b therein
by taking into account the norm convergence xN (b) → x̃(b), the continuity of the endpoint
functions ϕi, and the convergence ηN → 0 as N →∞.

By passing to the limit in (3.9), we justify the intermediate minimum relation (2.1) for
x̃(·) since x̄N (·) → x̃(·) in the norm topology of C([a, b];X). To get the integral intermediate
minimum relation (2.2) for x̃(·), we pass to the limit in (3.10) and (3.11) as N → ∞
by using subsequently the weak convergence in (3.14), the Mazur theorem for {x̄N (·)} in
L1([a−∆, a];X) and for { ˙̄xN (·)} in L1([a, b];X), and the weak lower semicontinuity of the
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integral functionals
∫ a

a−∆

‖ · −x̄(t)‖2 dt and
∫ b

a

‖ · − ˙̄x(t)‖2 dt

in the aforementioned spaces, respectively.
By using similar arguments, the structures of the cost functionals in (1.6) and (3.4), the

additional assumptions on F and f together with the imposed standing assumptions, and
the upper estimate (3.12) established above, we conclude by the construction of the relaxed
problem (R) in Section 2 that x̃(·) is a feasible arc for (R) satisfying the relations

Ĵ [x̃] = ϕ0(x̃(b)) +
∫ b

a

f̂F (x̃(t), x̃(t−∆), ˙̃x(t), t) dt + ρ ≤ J [x̄]. (3.15)

Since we suppose that ρ > 0 and we have J [x̄] = Ĵ [x̄], the inequality in (3.15) is strict, and
thus we get Ĵ [x̃] < Ĵ [x̄] that contradicts the choice of x̄(·) as a relaxed intermediate local
minimizer for (P ). Thus (3.13) holds, which justifies (ii) and completes the proof of the
theorem.

4 Generalized Differentiation

A characteristic feature of the original problem (P ) as well as of its discrete counterpart
(PN ) is intrinsic nonsmoothness primarily due to the presence of dynamic constraints (1.1)
and (3.5). In what follows we deal with nonsmoothness by using appropriate generalized
differential constructions studied in detail in the book [7]. For the reader’s convenience, we
briefly review these constructions and some of their important properties in this section.
Since the corresponding constructions are used in the paper only in Asplund spaces, we
adjust the definitions to this setting.

The normal cone to a set Ω ⊂ X at its point x̄ ∈ Ω (known as the basic, limiting, or
Mordukhovich normal cone) is defined by

N(x̄; Ω) := Lim sup
x

Ω→x̄

N̂(x; Ω) (4.1)

via the sequential Painlevé-Kuratowski outer/upper limit (1.10) of the prenormal/Fréchet
normal cone to Ω at x ∈ Ω given by

N̂(x; Ω) :=
{

x∗ ∈ X∗
∣∣∣ lim sup

u
Ω→x

〈x∗, u− x〉
‖u− x‖ ≤ 0

}
, (4.2)

where the symbol x
Ω→ x̄ indicates that x → x̄ with x ∈ Ω. Note that for convex sets Ω we

have
N(x̄; Ω) = N̂(x̄; Ω) =

{
x∗ ∈ X∗∣∣ 〈x∗, x− x̄〉 ≤ 0 for all x ∈ Ω

}
. (4.3)

Given a set-valued mapping F : X →→ Y and a point (x̄, ȳ) ∈ gphF , define the basic
coderivative of F at (x̄, ȳ) and the Fréchet coderivative of F at this point by, respectively,

D∗F (x̄, ȳ)(y∗) :=
{
x∗ ∈ X∗∣∣ (x∗,−y∗) ∈ N((x̄, ȳ); gphF )

}
, (4.4)

D̂∗F (x̄, ȳ)(y∗) :=
{
x∗ ∈ X∗∣∣ (x∗,−y∗) ∈ N̂((x̄, ȳ); gphF )

}
. (4.5)
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Note that both coderivatives (4.4) and (4.5) are positively homogeneous set-valued mappings
from Y ∗ to X∗. They both are single-valued and linear

D∗F (x̄)(y∗) = D̂∗F (x̄)(y∗) =
{∇F (x̄)∗y∗

}
for all y∗ ∈ Y ∗

if F : X → Y is single-valued and C1 around x̄, or merely strictly differentiable at this point.
Given now an extended-real-valued function ϕ : X → IR := (−∞,∞] finite at x̄, the

(basic, limiting, Mordukhovich) subdifferential of ϕ at x̄ is defined by

∂ϕ(x̄) := Lim sup
x

ϕ→x̄

∂̂ϕ(x), (4.6)

where x
ϕ→ x̄ means that x → x̄ with ϕ(x) → ϕ(x̄), and where ∂̂ϕ(x) stands for the Fréchet

subdifferential of ϕ at x defined by

∂̂ϕ(x) :=
{

x∗ ∈ X∗
∣∣∣ lim inf

u→x

ϕ(u)− ϕ(x)− 〈x∗, u− x〉
‖u− x‖ ≥ 0

}
. (4.7)

Besides the above generalized differential constructions, we employ their extended limit-
ing versions for moving (parameter-dependent) objects needed in the case of nonautonomous
systems. Given a moving set Ω: T →→ X, the extended normal cone to Ω(t̄) at x̄ ∈ Ω(t̄) is
defined by

N+(x̄; Ω(t̄)) := Lim sup
(x,t)

gph Ω→ (x̄,t̄)

N̂(x; Ω(t)). (4.8)

Given a parameter-dependent function ϕ : X × T → IR finite at (x̄, t̄), the extended subdif-
ferential of ϕ(·, t̄) at x̄ is defined by

∂+ϕ(x̄, t̄) = Lim sup
(x,t)

ϕ→(x̄,t̄)

∂̂ϕ(x, t), (4.9)

where ∂̂ϕ(·, t) is taken with respect to x under fixed t. Obviously, the extended normal
cone (4.8) and the extended subdifferential (4.9) reduce to the basic objects (4.1) and (4.6)
if, respectively, Ω(·) and ϕ(·, t) are independent of t. In the recent paper [10], the reader
can find more details about the latter extended generalized differential constructions and
calculus rules for them.

5 Euler-Lagrange Conditions for Delay-Difference Inclusions

In this section we derive necessary conditions for optimal solutions to the discrete opti-
mization problems (PN ). We reduce these discrete-time dynamic optimization problems
to problems of mathematical programming with functional, operator, and finitely many
geometric constraints.

It is easy to observe that each discrete optimization problem (PN ), for any fixed N ∈ IN
and the corresponding number k ∈ IN defined in (3.1), can be equivalently written as the
following problem of mathematical programming (MP ):





minimize φ0(z) subject to
φj(z) ≤ 0, j = 1, . . . , s,
g(z) = 0,
z ∈ Θj ⊂ Z, j = 1, . . . , l,

(5.1)
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where φj are real-valued functions on the Banach space Z := XN+2k+3, where g : Z → E is
a mapping between Banach spaces, and where Θj ⊂ Z. To see this, let

zN = (xN
−N , . . . , xN

k+1, y
N
0 , . . . , yN

k ) := (xN (t−N ), . . . , xN (tk+1), yN (t0), . . . , yN (tk)) ∈ Z,(5.2)

E := XN , s := k + 3 + m + 2r, and l := k + 2, where yN
j := (xN

j+1− xN
j )/hN . Rewrite (PN )

as an (MP ) problem (5.1) with the following data:

φ0(zN ) : = ϕ0(xN
k+1) +

−1∑

j=−N

∫ tj+1

tj

‖xN
j − x̄(t)‖2dt

+ hN

k∑

j=0

f(xN
j , xN

j−N , yN
j , tj) +

k∑

j=0

∫ tj+1

tj

‖yN
j − ˙̄x(t)‖2dt,

(5.3)

φj(zN ) :=





‖xN
j − x̄(tj)‖ − ε

2
, j = 1, . . . , k + 1,

−1∑

i=−N

∫ ti+1

ti

‖xN
i − x̄(t)‖2dt− ε

2
, j = k + 2,

k∑

i=0

∫ ti+1

ti

‖yN
i − ˙̄x(t)‖2dt− ε

2
, j = k + 3,

ϕi(xN
k+1)− `ηN , for j = k + 3 + i, i = 1, . . . , m + r,

−ϕi(xN
k+1)− `ηN , for j = k + 3 + m + r + i, i = m + 1, . . . , m + r,

(5.4)

g(zN ) = (g0(zN ), . . . , gk(zN )) with gj(zN ) := xN
j+1 − xN

j − hNyN
j , j = 0, . . . , k, (5.5)

Θj :=
{
(xN
−N , . . . , yN

k ) | xN
j ∈ C(tj)

}
, j = −N, . . . ,−1, (5.6)

Θj :=
{
(xN
−N , . . . , yN

k ) | yN
j ∈ F (xN

j , xN
j−N , tj)

}
, j = 0, . . . , k. (5.7)

The next theorem presents necessary conditions for optimal solutions to each problem
(PN ) in the fuzzy/approximate discrete-time forms of the Euler-Lagrange and transversality
inclusions expressed in terms of the Fréchet-like generalized differential constructions re-
viewed in Section 4. The proof is based on applying the corresponding fuzzy calculus rules
and neighborhood criteria for metric regularity and Lipschitzian behavior of mappings taken
from [7]. Note that fuzzy calculus rules provide representations of Fréchet subgradients
and normals of sums and intersections at the reference points via those at points that are
arbitrarily close to the reference ones. Just for notational simplicity and convenience, we
suppose in the formulation and proof of the next theorem that these arbitrary close points
reduce to the reference ones in question. It makes no difference for the limiting procedure to
derive the main necessary optimality conditions for constrained delay-differential inclusions
given in Section 6.

Theorem 5.1 (approximate Euler-Lagrange conditions for delay-difference inclu-
sions). Let z̄N (·) be an optimal solution to problem (PN ) with any fixed N ∈ IN sufficiently
large under the standing hypotheses (H1)–(H5). Denote Fj := F (·, ·, tj) and fj := f(·, ·, ·, tj)
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and assume in addition that X is Asplund and that the functions ϕi and fj are Lipschitz con-
tinuous around x̄N

k+1 and (x̄N
j , x̄N

j−N , ȳN
j ), respectively, for i = 0, . . . , m+r and j = 0, . . . , k.

Consider the quantities




θN
j := 2

∫ tj+1

tj

∥∥∥ x̄N
j+1 − x̄N

j

hN
− ˙̄x(t)

∥∥∥ dt, j = 0, . . . , k,

σN
j := 2

∫ tj+1

tj

‖x̄N
j − x̄(t)‖ dt, j = −N, . . . ,−1.

(5.8)

Then for any sequence of positive numbers εN → 0 as N → ∞ there are sequences of
Lagrange multipliers λN

i , i = 0, . . . , m + r, and sequences of the discrete adjoint arcs pN
j ∈

X∗, j = 0, . . . , k+1, and qN
j ∈ X∗, j = −N, . . . , k+1, satisfying the following relationships:

• the sign and nontriviality conditions

λN
i ≥ 0 for all i = 0, . . . , m + r,

m+r∑

i=0

λN
i = 1; (5.9)

• the complementary slackness conditions

λN
i

[
ϕi(x̄N

k+1)− `ηN

]
= 0 for i = 1, . . . , m; (5.10)

• the approximate Euler-Lagrange inclusion




(pN
j+1 − pN

j

hN
,
qN
j−N+1 − qN

j−N

hN
,−λN

0 θN
j

hN
aN

j + pN
j+1 + qN

j+1

)
∈

λN
0 ∂̂f(x̄N

j , x̄N
j−N , ȳN

j , tj) + N̂((x̄N
j , x̄N

j−N , ȳN
j ); gphFj) + εNIB∗

with some aN
j ∈ IB∗, j = 0, . . . , k;

(5.11)

• the approximate tail conditions




−qN
j+1 − qN

j

hN
− λN

0

σN
j

hN
bN
j ∈ N̂(x̄N

j ;C(tj)) + εNIB∗

with some bN
j ∈ IB∗, j = −N, . . . ,−1,

qN
j = 0, j = k −N + 1, . . . , k + 1;

(5.12)

• and the approximate transversality inclusion

−pN
k+1 ∈

m∑

i=0

λN
i ∂̂ϕi(x̄N

k+1) +
m+r∑

i=m+1

λN
i

[
∂̂ϕi(x̄N

k+1)
⋃

∂̂(−ϕi)(x̄N
k+1)

]
+ εNhNIB∗. (5.13)

Proof. We basically follow the procedure developed in the proof of [8, Theorem 6.19] given
for the case of discrete approximations of nondelayed differential inclusions with geometric
endpoint constraints, while here we take into account new elements in the structure of the
initial data in the constrained delay problem under consideration. We present a detailed
proof of the theorem in the major case of metric regularity of operator constraints while
referring the reader to our similar previous consideration in the remaining case, which does
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not actually incorporate the new specific features of the problem under consideration; see
below.

Consider problem (PN ) in the equivalent mathematical programming form (5.1) for the
decision variable zN ∈ Z in (5.2) with the initial data defined in (5.3)–(5.7). Given ε > 0 in
(3.9)–(3.11), take N ∈ IN so large that constraints (3.9)–(3.11) hold as strict inequalities;
this is ensured by Theorem 3.2. Then all the inequality constraints in (5.4) are inactive at
the point

z̄N := (x̄N
−N , . . . , x̄N

k+1, ȳ
N
0 , . . . , ȳN

k ) := (x̄N (t−N ), . . . , x̄N (tk+1), ȳN (t0), . . . , ȳN (tk)),

and thus the functions φj , j = 1, . . . , k + 3, can be ignored in the arguments below.
Let us examine the following two mutually exclusive cases in the proof of the theorem,

which are complemented to each other.

Case 1. Assume that the operator constraint mapping g : XN+2k+3 → Xk+1 in (5.5) is
metrically regular at z̄N relative to the set

Θ :=
k⋂

j=−N

Θj , (5.14)

with Θj taken from (5.6) and (5.7), in the sense that there is a constant µ > 0 and a
neighborhood V of z̄N such that the distance estimate

dist(z;S) ≤ µ ‖g(z)− g(z̄N )‖ for all z ∈ Θ ∩ V with S :=
{
z ∈ Θ | g(z) = g(z̄N )

}

is satisfied. Then, by Ioffe’s exact penalization theorem from [4] (see also [8, Theorem 5.16]),
we conclude that z̄N is a local optimal solution to the unconstrained minimization problem:

minimize max
{
φ0(z)− φ0(z̄N ), max

i∈I(x̄N )
ϕi(xN

k+1)
}

+ µ
(‖g(z)‖+ dist(z; Θ)

)
(5.15)

for all µ > 0 sufficiently large, where

I(x̄N ) :=
{

i ∈ {1, . . . , m}
∣∣∣ ϕi(x̄N

k+1) = `ηN

}⋃
{

i ∈ {m + 1, . . . , m + r}
∣∣∣ either ϕi(x̄N

k+1) = `ηN or − ϕi(x̄N
k+1) = `ηN

}
.

Applying the generalized Fermat rule from [7, Proposition 1.114] to the local optimal solution
z̄N for (5.15), we arrive at the subdifferential inclusion

0 ∈ ∂̂
[
max{φ0(·)− φ0(z̄N ), max

i∈I(x̄N )
ϕi(·)}+ µ‖g(·)‖+ µdist(·,Θ)

]
(z̄N ). (5.16)

in terms of the Fréchet subdifferential (4.7). Picking then any sequence εN ↓ 0 as N →∞ and
employing in (5.16) the fuzzy sum rule for Fréchet subgradients from [7, Theorem 2.33(b)],
we have by taking into account our notational convention that

0 ∈ ∂̂
[
max{φ0(·)−φ0(z̄N ), max

i∈I(x̄N )
ϕi(·)}

]
(z̄N )+µ∂̂‖g(·)‖(z̄N )+µ∂̂dist(·; Θ)

(
z̄N )+

εNhN

4
IB∗.

Computing now by [7, Proposition 1.85] the Fréchet subdifferential of the distance function
dist(z̄; Θ) and using the simple chain rule for the composition ‖g(z)‖ = (φ ◦ g)(z) with
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φ(y) := ‖y‖ and the smooth mapping g from (5.5), we get

0 ∈ ∂̂
[
max{φ0(·)− φ0(z̄N ), max

i∈I(x̄N )
ϕi(·)}

]
(z̄N ) +

N−1∑

j=0

∇gj(z̄N )∗e∗j + N̂(z̄N ; Θ) +
εNhN

4
IB∗

(5.17)
for some e∗j ∈ X∗ satisfying

k∑

j=0

∇gj(z̄N )∗e∗j =
(
0, . . . , 0,−e∗0, e

∗
0 − e∗1, . . . , e

∗
k−1 − e∗k, e∗k,−hNe∗0, . . . ,−hNe∗k

)
(5.18)

due to the specific structure of the operator constraints in (5.1) and (5.5). By the fuzzy
rule for Fréchet subgradients of the maximum function from [7, Theorem 3.46] we have the
inclusion

∂̂
[
max{φ0(·)− φ0(z̄N ), max

i∈I(x̄N )
ϕi(·)}

]
(z̄N ) ⊂ λN

0 ∂̂φ0(z̄N ) +
m∑

i=1

λN
i ∂̂ϕi(x̄N

k+1)

+
m+r∑

i=m+1

λN
i

[
∂̂ϕi(x̄N

k+1)
⋃

∂̂(−ϕi)(x̄N
k+1)

]
+

εNhN

4
IB∗, (5.19)

where the multipliers λN
i , i = 0, . . . , m+r, satisfy the sign, nontriviality, and complementary

slackness conditions in (5.9) and (5.10). Taking into account the structure of cost functional
φ0 in (5.3) and the specific forms of its terms, we get from the aforementioned fuzzy sum
rule that

∂̂φ0(z̄N ) ⊂ ∂̂ϕ0(x̄N
k+1) +

−1∑

j=−N

[∫ tj+1

tj

2‖x̄N
j − x̄(t)‖ dt

]
IB∗

+hN

k∑

j=0

∂̂f(x̄N
j , x̄N

j−N , ȳN
j , tj) +

k∑

j=0

[∫ tj+1

tj

2‖ȳN
j − ˙̄x(t)‖ dt

]
IB∗ +

εNhN

4
IB∗,

(5.20)

where the Fréchet subdifferential of the function f is considered with respect to its all but t
variables, and where the classical relationship ∂‖ · ‖2(x) ⊂ 2‖x‖IB∗ is used together with the
subdifferentiation formula under the integral sign in (5.3) well known from convex analysis.

Apply further the fuzzy intersection rule from [7, Lemma 3.1] to the set Θ in (5.14) and
get

N̂(z̄N ; Θ) ⊂ N̂(z̄N ; Θ−N ) + . . . + N̂(z̄N ; Θk) +
εNhN

4
IB∗. (5.21)

Let z∗j = (x∗−N,j , . . . , x
∗
k+1,j , y

∗
0,j , . . . , y

∗
k,j) and observe from the set structures in (5.6) that

for any z∗j ∈ N̂(z̄N ; Θj), j = −N, . . . ,−1, all but one components of z∗j are zero with the
remaining one satisfying x∗j,j ∈ N̂(x̄N

j ;C(tj)), j = −N, . . . ,−1. Similarly the relationship
z∗j ∈ N̂(z̄N ; Θj) for j = 0, . . . , k implies that

(x∗j,j , x
∗
j−N,j , y

∗
j,j) ∈ N̂((x̄N

j , x̄N
j−N , ȳN

j ); gphFj), j = 0, . . . , k, (5.22)

with all the other components of z∗j , j = 0, . . . , k, equal to zero. Combining these relation-
ships with (5.17)–(5.21) and using the notation

uN
k+1 ∈ ∂̂ϕ0(x̄N

k+1), (vN
j , κN

j−N , wN
j ) ∈ ∂̂f(x̄N

j , x̄N
j−N , ȳN

j , tj), j = 0, . . . , k,
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with ȳN
j = (x̄N

j+1 − x̄N
j )/hN due to g(z̄N ) = 0 in (5.5), we arrive at





−x∗j,j − x∗j,j+N ∈ λN
0 hNκN

j + λN
0 σN

j IB∗ + εNhNIB∗, j = −N, . . . ,−1,

−x∗j,j − x∗j,j+N ∈ λN
0 hNκN

j + λN
0 hNvN

j + e∗j−1 − e∗j + εNhNIB∗, j = 1, . . . , k −N,

−x∗j,j ∈ λN
0 hNvN

j + e∗j−1 − e∗j + εNhNIB∗, j = k −N + 1, . . . , k,

−y∗j,j ∈ λN
0 hNwN

j + λN
0 θN

j IB∗ − hNe∗j + εNhNIB∗, j = 0, . . . , k,

0 ∈ x∗k+1,k+1 + λN
0 uN

k+1 + e∗k + εNhNIB∗,
−x∗0,0 ∈ λN

0 hNκN
0 + λN

0 hNvN
0 − e∗0 + hNεNIB∗,

(5.23)

where the triples (x∗j,j , x
∗
j−N,j , y

∗
j,j) satisfy (5.22) for all j = 0, . . . , k and where

x∗k+1,k+1 ∈
m∑

i=1

λN
i ∂̂ϕi(x̄N

k+1) +
m+r∑

i=m+1

λN
i

[
∂̂ϕi(x̄N

k+1)
⋃

∂̂(−ϕi)(x̄N
k+1)

]
. (5.24)

Further, we denote




p̃N
j := e∗j−1 for j = 1, . . . , k + 1,

q̃N
j := λN

0 κN
j +

x∗j,j+N

hN
for j = −N, . . . , k −N,

q̃N
j := 0 for j = k −N + 1, . . . , k + 1

(5.25)

and define the the adjoint discrete trajectories (pN
j , qN

j ) by
{

qN
k+1 := 0, qN

j := qN
j+1 − q̃N

j hN for j = −N, . . . , k + 1,
pN
0 := −qN

0 , and pN
j := p̃N

j − qN
j for j = 1, . . . , k + 1.

(5.26)

It is easy to check that qN
j = 0 for j = k−N+1, . . . , k+1. Combining finally the relationships

and notation (5.22)–(5.26), we get the optimality conditions (5.11)–(5.13) of the theorem
along an arbitrarily chosen sequence εN ↓ 0 as N → ∞. This completes the proof of the
theorem in Case 1.

Case 2. It remains to consider the situation when the mapping g from (5.5) is not metrically
regular at z̄N relative to the set Θ. In this case the restriction

gΘ(z) :=
{

g(z) if z ∈ Θ,
∅ otherwise (5.27)

of the mapping g on the set Θ from (5.14) is not metrically regular around z̄N in the standard
sense; see, e.g. [7, Definition 1.47]. Observe that neither g nor Θ involves the functional
constraints of the problems (PN ) and (5.1) under consideration. Thus we can proceed
as in the proofs of [8, Theorem 6.19] and [11, Theorem 5.1] for the geometric constraint
cases therein and, employing the neighborhood characterizations of the metric regularity
and Lipschitz-like properties from [7, Theorem 4.5 and Theorem 4.7] as well as calculations
similar to the above Case 1, arrive at the conclusions of the theorem in the remaining case.
This completes the proof of the theorem.

6 Euler-Lagrange Conditions for Delay-Differential Inclusions

The concluding section of the paper presents the main result on new necessary optimality
conditions for relaxed intermediate local minimizers in the delay-differential systems under
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consideration given in the extended Euler-Lagrange form. These conditions and their proof
are based on passing to the limit from the optimality conditions for discrete approximations
obtained in Section 5 with the use of the well-posedness/strong convergence results for
discrete approximations established in Section 3 and special properties of the generalized
differential constructions reviewed in Section 4 that allow us to justify the appropriate
convergence of adjoint trajectories.

In this section we keep the standing assumptions (H1)–(H4) and (H6), but instead of
(H5) impose its following strengthened modification:

(H5’) The integrand f(x, y, v, ·) is continuous for a.e. t ∈ [a, b] and bounded uniformly with
respect to (x, y, v) ∈ U × (MCIB) × (MF IB); furthermore, there are numbers µ > 0
and Lf ≥ 0 such that f(·, ·, ·, t) is Lipschitz continuous on the set Aµ(t) from (H5)
with constraint Lf uniformly in t ∈ [a, b].

Now we are ready to formulate and prove aforementioned necessary optimality condi-
tions for relaxed intermediate local minimizers in (P ) without imposing any sequential nor-
mal compactness assumptions on endpoint constraints given by finitely many Lipschitzian
equalities and inequalities.

Theorem 6.1 (extended Euler-Lagrange conditions for relaxed intermediated
local minimizers in delay-differential inclusions with functional endpoint con-
straints). Let x̄(·) be a relaxed intermediate local minimizer for problem (P ) under hy-
potheses (H1)–(H4), (H5’), and (H6). Assume in addition that both spaces X and X∗ are
Asplund. Then there are multipliers (λ0, . . . , λm+r) ∈ IRm+r+1 and absolutely continuous
dual arcs p : [a, b] → X∗ and q : [a−∆, b] → X∗ satisfying the following relationships:
• the sign and nontriviality conditions

λi ≥ 0 for all i = 0, . . . , m + r, and
m+r∑

i=0

λi = 1; (6.1)

• the complementary slackness conditions

λiϕi(x̄(b)) = 0 for i = 1, . . . , m; (6.2)

• the extended Euler-Lagrange inclusion

(ṗ(t), q̇(t−∆)) ∈ clco
{

(u,w)
∣∣∣ (u,w, p(t) + q(t)) ∈ λ0∂+f

(
x̄(t), x̄(t−∆), ˙̄x(t), t

)

+ N+

(
(x̄(t), x̄(t−∆), ˙̄x(t)); gphF (·, ·, t))

}
a.e. t ∈ [a, b],

(6.3)

where the norm-closure operation can be omitted when the state space X is reflexive;

• the optimal tail conditions




〈q̇(t), x̄(t)〉 = min
c∈C(t)

〈q̇(t), c〉 a.e. t ∈ [a−∆, a),

q(t) = 0, t ∈ [b−∆, b];
(6.4)

• the transversality inclusion

−p(b) ∈
m∑

i=0

λi∂ϕi(x̄(b)) +
m+r∑

i=m+1

λi

[
∂ϕi(x̄(b)) ∪ ∂(−ϕi)(x̄(b))

]
. (6.5)
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Proof. Given the relaxed intermediate local minimizer x̄(·) for the original problem (P ), we
first employ Theorem 3.2 that ensures the strong L1-approximation of x̄(·) on the initial
interval [a − ∆, a] and the strong W 1,1-approximation of x̄(·) on the main interval [a, b]
by a sequence of optimal solutions x̄N (·) to the discrete approximation problems (PN ).
As mentioned, we actually have the L2/W 1,2-approximation under the assumptions made.
Picking a sequence εN ↓ 0 as N →∞ and using the necessary optimality conditions for x̄N (·)
obtained in Theorem 5.1, find the corresponding sequences of multipliers λN

i , i = 0, . . . , m+r,
and of the discrete adjoint arcs pN

j ∈ X∗, j = 0, . . . , k+1, and qN
j ∈ X∗, j = −N, . . . , k+1,

satisfying all the relationships in (5.9)–(5.13). By (5.9), we suppose without loss of generality
that

λN
i → λi as N →∞ for all i = 0, . . . , m + r,

where the limiting multipliers λi, i = 0, . . . , m + r, satisfy the sign and nontriviality condi-
tions in (6.1). We easily get the complementarity slackness conditions (6.2) by passing to
the limit in (5.10) with taking into account that ηN → 0 as N →∞.

Consider the piecewise linear extensions pN (t) and qN (t) of the discrete adjoint trajec-
tories to the continuous-time intervals [a, b] and [a−∆, b], respectively, and define by

θN (t) :=
θN

j

hN
aN

j for t ∈ [tj , tj+1), j = 0, . . . , k,

σN (t) :=
σN

j

hN
bN
j for t ∈ [tj , tj+1), j = −N, . . . ,−1,

the piecewise constraint extensions of the discrete quantities (5.8) to the corresponding
intervals, where aN

j and bN
j are taken from (5.11) and (5.12), respectively.

By the constructions of θN (t) and σN (t) we have the estimates

∫ b

a

‖θN (t)‖ dt =
k∑

j=0

‖θN
j ‖ ≤ 2

k∑

j=0

∫ tj+1

tj

∥∥∥ x̄N
j+1 − x̄N

j

hN
− ˙̄x(t)

∥∥∥ dt = 2
∫ b

a

‖ ˙̄xN (t)− ˙̄x(t)‖ dt,

∫ a

a−∆

‖σN (t)‖ dt =
−1∑

j=−N

‖σN
j ‖ ≤ 2

−1∑

j=−N

∫ tj+1

tj

‖x̄N
j − x̄(t)‖ dt = 2

∫ a

a−∆

‖x̄N (t)− x̄(t)‖ dt,

which imply by Theorem 3.2 and classical real analysis that

θN (t) → 0 a.e. t ∈ [a, b], σN (t) → 0 a.e. t ∈ [a−∆, a] as N →∞ (6.6)

along a subsequence of IN that is assumed to be the whole natural series. Proceeding further
similarly to the proofs of [8, Theorem 6.21] and [11, Theorem 6.1], we derive from the ap-
proximate Euler-Lagrange and transversality inclusions of Theorem 5.1 with the use of the
coderivative condition for the Lipschitzian property of set-valued mappings from [7, Theo-
rem 1.43] and the uniform boundedness of Fréchet subgradients for Lipschitzian functions
[7, Proposition 1.85] that the sequences {ṗN (t)} and {q̇N (t−∆)} are uniformly bounded in
L1([a, b];X∗). Since both spaces X and X∗ have the Radon-Nikoým property, we conclude
without loss of generality, by using the Dunford weak compactness theorem and arguing
similarly to the proof of Theorem 3.2, that

{
pN (t) → p(t) weak∗ in X∗ for all t ∈ [a, b],
ṗN (·) → ṗ(·) weakly in L1([a, b];X∗) (6.7)
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as IN →∞ with the absolutely continuous limiting function p : [a, b] → X∗ and
{

qN (t−∆) → q(t−∆) weak∗ in X∗ for all t ∈ [a, b],
q̇N (· −∆) → q̇(· −∆) weakly in L1([a, b];X∗) (6.8)

as IN →∞ with the absolutely continuous limiting function q : [a−∆, b] → X∗. The latter
implies the optimal tail conditions in (6.4) by passing to the limit in (5.12) as N →∞ and
taking into account the specific structure of the normal cone to the convex sets C(t) therein
as well as the pointwise convergence of σN (·) in (6.6).

Further, it is easy to observe that the approximate Euler-Lagrange inclusion (5.11) can
be equivalently written as

(ṗN (t), q̇N (t−∆)) ∈
{

(u, v) ∈ X∗ ×X∗
∣∣∣
(
u, v, pN (tj+1) + qN (tj+1)

λN
0 θN

j aN
j

hN

)

∈ λN
0 ∂̂f

(
x̄(tj), x̄(tj −∆), ˙̄xN (t), tj

)

+ N̂
(
(x̄N (tj), x̄N (tj −∆), ˙̄xN (t)); gphF (·, ·, tj)

)}
+ εNIB∗

(6.9)

for all t ∈ [tj , tj+1), j = 0, . . . , k, and N ∈ IN . Using (6.6)–(6.8) and applying the classical
Mazur convexification theorem to (6.9), we get the extended Euler-Lagrange inclusion (6.3)
by passing to the limit in (6.9) as N → ∞ and taking into account the extended normal
cone and subdifferential constructions in (4.8) and (4.9). Note that the closure operation
in (6.3) can be omitted of X is reflexive. Indeed, in this case the weak and weak∗ topology
agree and, furthermore, every bounded and convex set is weakly compact in X∗ being
therefore automatically norm-closed closed in the latter space due to the aforementioned
Mazur theorem. Hence the arguments above allow us to drop the closure operation in the
limiting convexification procedure. Finally, passing to the limit in (5.13) as N → ∞ and
taking into account the basic subdifferential construction (4.6), we arrive at the transversality
inclusion (6.5) and thus complete the proof of the theorem.

Remark 6.2 (other types of local minimizers and maximum condition). Note that
necessary optimality conditions of Theorem 6.1 for intermediate minimizers provide also
new results in the case of strong minimizers (corresponding to the only requirement (2.1)
in Definition 2.1), while they are not applied to weak minimizers for the delay-differential
problem (P ) under consideration. The latter type of local minimizers can be treated as the
limiting case of intermediate minimizers as r, p →∞ in (2.2) and demands further analysis,
which goes beyond the scope of this paper.

Observe furthermore that the necessary conditions obtained in Theorem 6.1 do not con-
tain an appropriate counterpart of the Weierstrass-Pontryagin maximum condition on the
main time interval [a, b]. However, a version of the latter condition can be derived directly
from the extended Euler-Lagrange condition (6.3) for the relaxed intermediate minimizer
x̄(·) in Theorem 6.1.

To demonstrate this, consider for simplicity the case of autonomous delay-differential
inclusions (2.3) with f = 0 in (1.6). In this case the Euler-Lagrange condition (6.3) reduces
to

(
ṗ(t), q̇(t−∆)

) ∈ clcoD∗F
(
x̄(t), x̄(t−∆), ẋ(t)

)(− p(t)− q(t)
)

a.e. t ∈ [a, b]. (6.10)

Since x̄(·) is in fact an intermediate local minimizer for the relaxed problem (R), we can
replace F by clcoF in (6.10) and take adjoint arcs (p, q) corresponding to the convexified
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inclusion (2.6). Then it follows from (6.10) that x̄(·) satisfies the maximum condition
〈
p(t) + q(t), ẋ(t)

〉
= max

v∈F (x̄(t),x̄(t−∆))

〈
p(t) + q(t), v

〉
a.e. t ∈ [a, b]. (6.11)

Note the maximum operation in (6.11) is invariant with respect to taking the convex closure
of the velocity set F (x̄(t), x̄(t−∆)).
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