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1 Introduction

Consider the generalized perturbation map G from Rd ×Rm to Rn defined by

G(u, z) = {x ∈ D | z ∈ F (u, x) + K(u, x)}, (1.1)

where F and K are set-valued maps from Rd × Rn to Rm and D is a nonempty subset of
Rn.

Since many first-order conditions for optimization and variational inequality problems
can be expressed in the form of generalized perturbation problems (1.1), there is much
interest to discuss the sensitivity of (1.1) (see [3, 4, 6, 8–11]). Robinson [9] did an excellent
work on the sensitivity of perturbation problem, in which the set-valued map Q is given by :

Q(u) = {x ∈ D | −F (u, x) ∈ M(x)}.

When M is the normal cone mapping associated with the polyhedral, convex set D ⊂ Rn,
Robinson pointed out that under certain conditions of differentiability on F and regularity
“linearized” conditions, Q is a single-valued, Lipschitz and “Bouligand” differentiable map.
However, it is obvious that the perturbed map Q, in general, is a set-valued map, but not
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single-valued map. For this reason, by introducing a generalized derivative, called a “proto-
derivative”, Rockafellar [10] proved that the generalized perturbation map W from Rd×Rm

to Rn given by
W (u, z) = {x ∈ D | z − F (u, x) ∈ M(x)},

is proto-differentiable under conditions that F is a Fréchet differentiable function, and M
is the normal cone associated with the polyhedral, convex set D ∈ Rn. Recently, Lee and
Huy [3] also proved that the generalized perturbation map W is proto-differentiable under
conditions that F is semi-differentiable, M is proto-differentiable on D and an exactly regular
condition is satisfied.

However, the conditions of these theorems seems to be strong. In this paper, we study the
contingent and adjacent derivatives of the generalized perturbation map G. Under weaker
conditions, in which F , K are generally set-valued maps and D is any subset of Rn, we give
the exact expressions for the contingent, adjacent and proto-derivatives of the generalized
perturbation map (1.1), respectively.

This paper is organized as follows. In Section 2, we recall some concepts of derivatives of
set-valued maps and prove an important proposition. In Section 3, we investigate calculus
rules for the contingent, adjacent and proto-derivatives of the generalized perturbation map.
Finally, we give two special cases and discuss their relations to the preceding results.

2 Preliminary Results

Let X, Y , Z be real normed spaces and F be a set-valued map from X to Y . The effective
domain and the graph of F are denoted respectively by

domF := {x ∈ X | F (x) 6= ∅},
and

graphF := {(x, y) ∈ X × Y | y ∈ F (x)}.
Let the inverse of F be the set-valued map F−1 defined from Y to X such that x ∈ F−1(y)
if and only if y ∈ F (x). Throughout this paper, let the set of positive real numbers be
denoted by R++, the set of nonnegative real numbers be denoted by R+ and the origins of
all real normed spaces be denoted by 0.

Definition 2.1 ( [1, 2]). Let x̂ ∈ X and B be the closed unit ball in Y . F is said to be
upper locally Lipschitz (for short, u.l.l.) at x̂ if and only if there exist a neighborhood N (x̂)
of x̂ and a positive constant L such that for any x ∈ N (x̂),

F (x) ⊂ F (x̂) + L‖x− x̂‖B.

Definition 2.2 ([1,2]). Let x̂ ∈ X. F is said to be compact-valued at x̂ if F (x̂) is a compact
set. And F is said to be compact at x̂ if for any sequence {(xk, yk)} ⊂ graphF such that
xk → x̂, there exists a subsequence {(xki

, yki
)} such that (xki

, yki
) → (x̂, ŷ) ∈ graphF .

Definition 2.3 ( [2]). Let A be a nonempty subset of X and x̄ ∈ cl(A), the closure of A.

(i) The (Bouligand) contingent cone T (A, x̄) to A at x̄ is the set of all y ∈ X such that
there exist sequences {tk} ⊂ R++ and {yk} ⊂ X such that yk → y, tk → 0 and
{x̄ + tkyk} ⊂ A;

(ii) The adjacent cone T b(A, x̄) to A at x̄ is the set of all y ∈ X such that for any {tk} ⊂ R++

with tk → 0 there exists a sequence {yk} ⊂ X such that yk → y and {x̄ + tkyk} ⊂ A;
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(iii) A is said to be derivable at x̄ if and only if T (A, x̄) = T b(A, x̄).

Definition 2.4 ( [2, 10]). Let (x̄, ȳ) ∈ graphF . The set-valued maps DF (x̄, ȳ) and
DbF (x̄, ȳ) defined from X to Y by

graphDF (x̄, ȳ) = T (graphF, (x̄, ȳ)),

and
graphDbF (x̄, ȳ) = T b(graphF, (x̄, ȳ)),

are called the contingent derivative and the adjacent derivative of F at (x̄, ȳ), respectively.
Moreover, F is said to be proto-differentiable at (x̄, ȳ) if and only if graphF is derivable at
(x̄, ȳ), in which case the proto-derivable of F at x̄ relative to ȳ is denoted by F

′
x̄,ȳ.

Alternatively, y ∈ DF (x̄, ȳ)(x) if and only if there exist sequences {tk} ⊂ R++ and
{(xk, yk)} ⊂ X × Y such that tk → 0, (xk, yk) → (x, y) and for all k, ȳ + tkyk ∈ F (x̄ + tkxk);
y ∈ DbF (x̄, ȳ)(x) if and only if for any {tk} ⊂ R++ with tk → 0, there exists a sequence
{(xk, yk)} ⊂ X × Y such that (xk, yk) → (x, y) and for all k, ȳ + tkyk ∈ F (x̄ + tkxk).

Definition 2.5 ([4]). For a set-valued map F from X to Y and a nonempty subset C of
X, let the restricted set-valued map FC be defined by

FC(x) =
{

F (x), if x ∈ C,
∅, otherwise.

If FC is proto-differentiable at x ∈ C relative to y ∈ F (x), then F is said to be proto-
differentiable on C at x relative to y, and the proto-derivative is denoted by (FC)

′
x,y.

Definition 2.6 ([11]). Let (x̂, ŷ) ∈ graphF . The set-valued map DpF (x̂, ŷ) defined from X
to Y is called the TP-derivative of F at (x̂, ŷ) if and only if there exist sequences {tk} ⊂ R++

and {(xk, yk)} ⊂ X × Y such that tkxk → 0, (xk, yk) → (x, y) and for all k, ŷ + tkyk ∈
F (x̂ + tkxk).

Definition 2.7 ( [8, 10]). Let (x̄, ȳ) ∈ graphF . F is said semi-differentiable at (x̄, ȳ) if
and only if for any y ∈ DF (x̄, ȳ)(x), any {tk} ⊂ R++ with tk → 0 and any {xk} ⊂ X
such that xk → x, there exists a sequence {yk} ⊂ Y such that yk → y and for all k,
ȳ + tkyk ∈ F (x̄ + tkxk).

Proposition 2.8. Let F be a set-valued map from X to Y , C be a nonempty subset of X,
x̂ ∈ C and ŷ ∈ F (x̂). If F is semi-differentiable at (x̂, ŷ), then,

DFC(x̂, ŷ) = DF (x̂, ŷ)T (C,x̂),

and
DbFC(x̂, ŷ) = DbF (x̂, ŷ)T b(C,x̂).

That is, for any x ∈ X,

DFC(x̂, ŷ)(x) =
{

DF (x̂, ŷ)(x), if x ∈ T (C, x̂),
∅, if x /∈ T (C, x̂), (2.1)

and

DbFC(x̂, ŷ)(x) =
{

DbF (x̂, ŷ)(x), if x ∈ T b(C, x̂),
∅, if x /∈ T b(C, x̂). (2.2)

Furthermore, if C is derivable at x̂, then F is proto-differentiable on C at (x̂, ŷ).
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Proof. We only need to prove (2.1), since (2.2) can be proved similarly. Let x ∈ domDFC(x̂, ŷ)
and y ∈ DFC(x̂, ŷ)(x). Then, by the definition of contingent derivative, there exist sequences
{tk} ⊂ R++ with tk → 0 and {(xk, yk)} ⊂ X × Y with (xk, yk) → (x, y) such that for all
k, ŷ + tkyk ∈ FC(x̂ + tkxk). That is, ŷ + tkyk ∈ F (x̂ + tkxk) and x̂ + tkxk ∈ C. Then,
it follows directly from the definitions of contingent derivative and contingent cone that
y ∈ DF (x̂, ŷ)(x) and x ∈ T (C, x̂). Thus, domDFC(x̂, ŷ) ⊂ T (C, x̂).

Conversely, let x ∈ T (C, x̂) and y ∈ DF (x̂, ŷ)(x). By the definition of contingent cone,
there exist {tk} ⊂ R++ with tk → 0 and {xk} ⊂ X with xk → x such that for all k,
x̂+ tkxk ∈ C. Since F is semi-differentiable at (x̂, ŷ), for the above sequences {tk} and {xk},
there exists a sequence {yk} with yk → y and for all k, ŷ+tkyk ∈ F (x̂+tkxk) = FC(x̂+tkxk).
Thus, y ∈ DFC(x̂, ŷ)(x). This completes the proof.

We demonstrate by the following example that if F is semi-differentiable at (x̂, ŷ), formu-
las (2.1) and (2.2) hold, and that if C is not derivable at x̂, F may be not proto-differentiable
on C at (x̂, ŷ) even if it is semi-differentiable at (x̂, ŷ).

Example 2.9. Let C = {x |x = 1/n, n = 1, 2, · · · } ∪ {0} and

F (x) =
{

x, if x ≥ 0,
−x, otherwise.

Then,

FC(x) =
{

x, if x ∈ C,
∅, otherwise.

Clearly, F is semi-differentiable at (x̂, ŷ) = (0, 0), and C is not derivable at x̂ since

T (C, x̂) = R+,

and
T b(C, x̂) = 0.

By directly calculating, we have

DF (x̂, ŷ)(x) = DbF (x̂, ŷ)(x) =
{

x, if x > 0,
−x, if x ≤ 0,

DFC(x̂, ŷ)(x) =
{

x, if x ≥ 0,
∅, if x < 0,

DbFC(x̂, ŷ)(x) =
{

0, if x = 0,
∅, if x 6= 0.

Thus, DFC(x̂, ŷ) = DF (x̂, ŷ)T (C,x̂) and DbFC(x̂, ŷ) = DbF (x̂, ŷ)T b(C,x̂). However, F is not
proto-differentiable on C at (x̂, ŷ).

In the following example, we show that formulas (2.1) and (2.2) hold even if F is not
semi-differentiable at (x̂, ŷ). Moreover, we show that F is not proto-differentiable on C at
(x̂, ŷ) when C is derivable at x̂ but F is not semi-differentiable at (x̂, ŷ).

Example 2.10. Let X = Y = R, C = R+ and

F (x) =





x, if x = 1/n, n = 1, 2, · · · ,
−x, if x ≤ 0,
∅, otherwise.
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Then,

FC(x) =





x, if x = 1/n, n = 1, 2, · · · ,
0, if x = 0,
∅, otherwise.

Let x̂ = ŷ = 0. Then, by directly calculating, we have

DF (x̂, ŷ)(x) =
{

x, if x > 0,
−x, if x ≤ 0,

DbF (x̂, ŷ)(x) =
{ ∅, if x > 0,
−x, if x ≤ 0,

DFC(x̂), ŷ)(x) =
{

x, if x ≥ 0,
∅, if x < 0,

DbFC(x̂, ŷ)(x) =
{

0, if x = 0,
∅, if x 6= 0,

and
T (C, x̂) = T b(C, x̂) = R+.

Thus, F is not semi-differentiable at (x̂, ŷ) and F is not proto-differentiable on C at (x̂, ŷ).
However, we still have DFC(x̂, ŷ) = DF (x̂, ŷ)T (C,x̂) and DbFC(x̂, ŷ) = DbF (x̂, ŷ)T b(C,x̂).

3 Main Results

In this section, we shall study the contingent and adjacent derivatives of the generalized
perturbation map G introduced in (1.1). Let H : Rd ×Rn → 2Rm

be defined by H(u, x) =
F (u, x) + KD̃(u, x), where D̃ = Rd × D and KD̃ is the restricted set-valued map of K on
D̃. Then, G can be rewritten as

G(u, z) = {x ∈ Rn | z ∈ H(u, x)}.

Clearly, x̂ ∈ G(û, ẑ) if and only if ẑ ∈ H(û, x̂). Thus, x ∈ DG((û, ẑ), x̂)(u, z) if and
only if z ∈ DH((û, x̂), ẑ)(u, x), and similarly x ∈ DbG((û, ẑ), x̂)(u, z) if and only if z ∈
DbH((û, x̂), ẑ)(u, x). That is, in order to study the differential properties of G, we can focus
on the differential properties of H. Noting that H is the sum of F and KD̃, we can then
apply the calculus rules [5] for the sum of two set-valued maps to obtain some formulas for
the contingent and adjacent derivatives of H, and hence for the contingent and adjacent
derivatives of G. Following directly from Theorem 28 and Corollary 29 of [5], we have the
following theorem.

Theorem 3.1. Let x̂ ∈ G(û, ẑ) and T+ : Rd ×Rn ×Rm → 2Rm

be defined by

T+(u, x, z) = F (u, x) ∩ (z −KD̃(u, x)).

Suppose that T+ is compact at (û, x̂, ẑ), and that for any z̄ ∈ T+(û, x̂, ẑ),

DT+((û, x̂, ẑ), z̄)(0, 0, 0) = {0}. (3.1)

If for any z̄ ∈ T+(û, x̂, ẑ) and (u, x, z) ∈ Rd ×Rn ×Rm,

DT+((û, x̂, ẑ), z̄)(u, x, z) = DF ((û, x̂), z̄)(u, x) ∩ (z −DKD̃((û, x̂), ẑ − z̄)(u, x)), (3.2)
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then for any (u, z) ∈ Rd ×Rm,

DG((û, ẑ), x̂)(u, z) = {x ∈ Rn | z ∈ DH((û, x̂), ẑ)(u, x)}, (3.3)

where

DH((û, x̂), ẑ)(u, x) =
⋃

z̄∈T+(û,x̂,ẑ)

[DF ((û, x̂), z̄)(u, x) + DKD̃((û, x̂), ẑ − z̄)(u, x)].

And if for any z̄ ∈ T+(û, x̂, ẑ) and (u, x, z) ∈ Rd ×Rn ×Rm,

DbT+((û, x̂, ẑ), z̄)(u, x, z) = DbF ((û, x̂), z̄)(u, x) ∩ (z −DbKD̃((û, x̂), ẑ − z̄)(u, x)), (3.4)

then for any (u, z) ∈ Rd ×Rm,

DbG((û, ẑ), x̂)(u, z) = {x ∈ Rn | z ∈ DbH((û, x̂), ẑ)(u, x)}, (3.5)

where

DbH((û, x̂), ẑ)(u, x) =
⋃

z̄∈T+(û,x̂,ẑ)

[DbF ((û, x̂), z̄)(u, x) + DbKD̃((û, x̂), ẑ − z̄)(u, x)].

According to [5], we have the following remarks.

Remark 3.2. For T+ being compact at (û, x̂, ẑ), we need only one of the following condi-
tions:

(i) F is compact at (û, x̂) and KD̃ is closed at (û, x̂);

(ii) F is closed at (û, x̂) and KD̃ is compact at (û, x̂);

(iii) T+ is upper locally lipschitz (u.l.l, for short) and compact-valued at (û, x̂, ẑ).

The condition (3.1) holds, if

DF ((û, x̂), z̄)(0, 0) ∩ −DKD̃((û, x̂), ẑ − z̄)(0, 0) = {0}

or a stronger condition

DF ((û, x̂), z̄)(0, 0) ∩ −DK((û, x̂), ẑ − z̄)(0, 0) = {0}

holds. Both conditions (3.2) and (3.4) will hold if F is semi-differentiable at ((û, x̂), z̄) or
KD̃ is semi-differentiable at ((û, x̂), ẑ − z̄).

It follows directly from Theorem 3.1 and Proposition 2.8 that we have the following
corollary.

Corollary 3.3. Let x̂ ∈ G(û, ẑ). In addition to the conditions assumed in Theorem 3.1,
suppose that K is semi-differentiable at (û, x̂). Then, for any (u, z) ∈ Rd ×Rm,

DG((û, ẑ), x̂)(u, z)

= {x ∈ T (D, x̂) | z ∈
⋃

z̄∈T+(û,x̂,ẑ)

[DF ((û, x̂), z̄)(u, x) + DK((û, x̂), ẑ − z̄)(u, x)]},(3.6)
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and

DbG((û, ẑ), x̂)(u, z)

= {x ∈ T b(D, x̂)|z ∈
⋃

z̄∈T+(û,x̂,ẑ)

[DbF ((û, x̂), z̄)(u, x)+DbK((û, x̂), ẑ − z̄)(u, x)]}.(3.7)

Furthermore, if F is proto-differentiable at (û, x̂) and D is derivable at x̂, then G is proto-
differentiable at (û, ẑ) and for any (u, z) ∈ Rd ×Rm,

G
′
(û,ẑ),x̂(u, z) = {x ∈ T (D, x̂) | z ∈

⋃

z̄∈T+(û,x̂,ẑ)

[F
′
(û,x̂),z̄(u, x) + K

′
(û,x̂),ẑ−z̄(u, x)]}.

We illustrate Theorem 3.1 and Corollary 3.3 by the following example, and show that
the union operations in Theorem 3.1 and Corollary 3.3 are necessary.

Example 3.4. Let d = m = n = 1, D = R+, F (u, x) = {0, 1}, K(u, x) = [0, x] if x ≥ 0,
and K(u, x) = [x, 0] if x < 0. Then, D̃ = R×R+,

H(u, x) =




{z ∈ R | 0 ≤ z ≤ x + 1}, if x ≥ 1,
{z ∈ R | 0 ≤ z ≤ x, or 1 ≤ z ≤ x + 1}, if 0 ≤ x ≤ 1,
∅, otherwise,

and

G(u, z) =




{x ∈ R | z − 1 ≤ x < ∞}, if z ≥ 1,
{x ∈ R | z ≤ x < ∞}, if 0 ≤ z < 1,
∅, otherwise.

Let û = 0 and x̂ = ẑ = 1. Clearly, T+(û, x̂, ẑ) = {0, 1}. Set z̄1 = 0 and z̄2 = 1. By directly
calculating, we have T (D, x̂) = T b(D, x̂) = R, and for any u ∈ R, x ∈ R and z ∈ R,

DG((û, ẑ), x̂)(u, z) = DbG((û, ẑ), x̂)(u, z) =
{

R, if z ≥ 0,
{x ∈ R | x ≥ z}, if z < 0,

(3.8)

DF ((û, x̂), z̄1)(u, x) = DbF ((û, x̂), z̄1)(u, x)
= DF ((û, x̂), z̄2)(u, x) = DbF ((û, x̂), z̄2)(u, x) = {0}, (3.9)

DK((û, x̂), ẑ − z̄1)(u, x) = DbK((û, x̂), ẑ − z̄1)(u, x) = {z ∈ R | z ≤ x}, (3.10)

and

DK((û, x̂), ẑ − z̄2)(u, x) = DbK((û, x̂), ẑ − z̄2)(u, x) = R+. (3.11)

It is easy to check that for any (u, z) ∈ R2,

DG((û, ẑ), x̂)(u, z)

= {x ∈ T (D, x̂) | z ∈
⋃

z̄∈T+(û,x̂,ẑ)

[DF ((û, x̂), z̄)(u, x) + DK((û, x̂), ẑ − z̄)(u, x)]}(3.12)

and

DbG((û, ẑ), x̂)(u, z)

= {x ∈ T b(D, x̂)|z ∈
⋃

z̄∈T+(û,x̂,ẑ)

DbF ((û, x̂), z̄)(u, x)+DbK((û, x̂), ẑ − z̄)(u, x)}.(3.13)

However, it follows from (3.8), (3.9), (3.10) and (3.11) that the union operations in (3.12)
and (3.13) are necessary.
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However, when a regular condition is imposed on the TP-derivative of T+, the union
operations appearing in Theorem 3.1 and Corollary 3.3 are unnecessary.

Theorem 3.5. In addition to the conditions assumed in Theorem 3.1, suppose that

DpT+((û, x̂, ẑ), z̄)(0, 0, 0) = {0} (3.14)

holds for some z̄ ∈ T+(û, x̂, ẑ). Then, for any (u, z) ∈ Rd ×Rm,

DG((û, ẑ), x̂)(u, z) = {x | z ∈ DF ((û, x̂), z̄)(u, x) + DKD̃((û, x̂), ẑ − z̄)(u, x)},

and

DbG((û, ẑ), x̂)(u, z) = {x | z ∈ DbF ((û, x̂), z̄)(u, x) + DbKD̃((û, x̂), ẑ − z̄)(u, x)}.

If K(x) is semi-differentiable at ((û, x̂), ẑ − z̄), then for any (u, z) ∈ Rd ×Rm,

DG((û, ẑ), x̂)(u, z) = {x ∈ T (D, x̂) | z ∈ DF ((û, x̂), z̄)(u, x) + DK((û, x̂), ẑ − z̄)(u, x)},

and

DbG((û, ẑ), x̂)(u, z) = {x ∈ T b(D, x̂) | z ∈ DbF ((û, x̂), z̄)(u, x) + DbK((û, x̂), ẑ − z̄)(u, x)}.

Furthermore, if in addition, F is proto-differentiable at (û, x̂) and D is derivable at x̂, then
G is proto-differentiable at (û, ẑ) and for any (u, z) ∈ Rd ×Rm,

G
′
(û,ẑ),x̂(u, z) = {x ∈ T (D, x̂) | z ∈ F

′
(û,x̂),z̄(u, x) + K

′
(û,x̂),ẑ−z̄(u, x)}.

Proof. In view of Conclusion of [5], Theorem 3.1 and Corollary 3.3, the conclusions follow
readily.

Remark 3.6. A sufficient condition for (3.14) is that

DpF ((û, x̂), z̄)(0) ∩ −DpK((û, x̂), ẑ − z̄)(0) = {0},

which is the regular condition introduced in Theorem 3.1 of [3].

Corollary 3.7. Suppose that the generalized perturbation map G from Rd × Rm to Rn is
defined by

G(u, z) = {x ∈ D | z ∈ F (u, x) + C},
where C is a closed and convex subset of Rm and D is a nonempty subset of Rn. Let
x̂ ∈ G(û, ẑ) and T+(u, x, z) = F (u, x) ∩ (z − C). Suppose F (u, x) is u.l.l. and compact-
valued at (û, x̂) and for any z̄ ∈ T+(û, x̂, ẑ), z̄ is an isolated point of F (û, x̂). Furthermore,
if

DT+((û, x̂, ẑ), z̄)(u, x, z) = DF ((û, x̂), z̄)(u, x) ∩ (z − T (C, ẑ − z̄)),

holds for any z̄ ∈ T+(û, x̂, ẑ), then

DG((û, ẑ), x̂)(u, z)

= {x ∈ T (D, x̂) | z ∈
⋃

z̄∈T+(û,x̂,ẑ)

[DF ((û, x̂), z̄)(u, x) + T (C, ẑ − z̄)]}. (3.15)
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And if

DbT+((û, x̂, ẑ), z̄)(u, x, z) = DbF ((û, x̂), z̄)(u, x) ∩ (z − T (C, ẑ − z̄)),

holds for any z̄ ∈ T+(û, x̂, ẑ), then

DbG((û, ẑ), x̂)(u, z)

= {x ∈ T b(D, x̂) | z ∈
⋃

z̄∈T+(û,x̂,ẑ)

[DbF ((û, x̂), z̄)(u, x) + T (C, ẑ − z̄)]}. (3.16)

Proof. We only need to prove (3.15), since (3.16) can be proved similarly. Since F (u, x)
is u.l.l. and compact-valued at (û, x̂), we have F is compact at (û, x̂). For a closed set
C, follows from Remark 3.2 we have T+ is compact at (û, x̂, ẑ). Let z̄ ∈ T+(û, x̂, ẑ) and
ξ ∈ DT+((û, x̂, ẑ), z̄)(0, 0, 0). By the definition of contingent derivative, there exist sequences
{tk} ⊂ R++ , {(uk, xk, zk)} ⊂ Rd×Rn×Rm and {ξk} ⊂ Rm such that tk → 0, (uk, xk, zk) →
(0, 0, 0), ξk → ξ and for all k, z̄ + tkξk ∈ T+((û, x̂, ẑ) + tk(uk, xk, zk)). That is z̄ + tkξk ∈
F (û + tkuk, x̂ + tkxk)∩ (ẑ + tkzk −C). Then we have ξ ∈ DF ((û, x̂), z̄)(0, 0). Since F (u, x)
is u.l.l. at (û, x̂) and z̄ is an isolated point of F (û, x̂), by Lemma 9 in [5] we have ξ = 0.
Thus DT+((û, x̂, ẑ), z̄)(0, 0, 0) = {0}. Let K(u, x) = C, from the convexity of the set C, we
can deduce that K is semi-differentiable at ((û, x̂), ẑ − z̄). By Theorem 3.1, we have

DG((û, ẑ), x̂)(u, z)

= {x ∈ T (D, x̂) | z ∈
⋃

z̄∈T+(û,x̂,ẑ)

[DF ((û, x̂), z̄)(u, x) + T (C, ẑ − z̄)]}.

This completes the proof.

Corollary 3.8. Suppose that the generalized perturbation map G from Rd × Rn to Rn is
defined by

G(u, z) = {x ∈ D | z ∈ F (u, x) + ND(x)},
where F is a set-valued map and D ⊂ Rn is a polyhedral convex set. Let ẑ ∈ H(û, x̂)
and K(u, x) = ND(x). Suppose F (u, x) is u.l.l. and compact-valued at (û, x̂) and, for any
z̄ ∈ T+(û, x̂, ẑ), z̄ is an isolated point of F (û, x̂). Furthermore, if for any z̄ ∈ T+(û, x̂, ẑ),

DT+((û, x̂, ẑ), z̄)(u, x, z) = DF ((û, x̂), ẑ)(u, x) ∩ (z −ND′ (x̂,ẑ−z̄)(x))

holds, then

DG((û, ẑ), x̂)(u, z)

= {x ∈ T (D, x̂) | z ∈
⋃

z̄∈T+(û,x̂,ẑ)

[DF ((û, x̂), z̄)(u, x) + ND′ (x̂,ẑ−z̄)(x)]}, (3.17)

and if for any z̄ ∈ T+(û, x̂, ẑ),

DbT+((û, x̂, ẑ), z̄)(u, x, z) = DbF ((û, x̂), ẑ)(u, x) ∩ (z −ND′ (x̂,ẑ−z̄)(x))

holds, then

DbG((û, ẑ), x̂)(u, z)

= {x ∈ T b(D, x̂) | z ∈
⋃

z̄∈T+(û,x̂,ẑ)

[DbF ((û, x̂), z̄)(u, x) + ND′ (x̂,ẑ−z̄)(x)]}, (3.18)

where D
′
(x̂, ẑ − z̄) = {x ∈ T (D, x̂) | x · (ẑ − z̄) = 0}.
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Proof. It directly follows from the proof of Theorem 5.6 in [10] and Corollary 3.7.

Remark 3.9. If the set-valued map F is single-valued, continuous and Fréchet differentiable,
then the conditions in Corollary 3.7 and Corollary 3.8 are hold naturally and the z̄ is
unique. Furthermore, since F is semi-differentiable, then G is proto-differentiable and its
proto-derivative are respectively given by

G
′
(û,ẑ),x̂(u, z) = {x ∈ T (D, x̂) | z ∈ F

′
(û,x̂),z̄(u, x) + T (C, ẑ − z̄)},

and
G
′
(û,ẑ),x̂(u, z) = {x ∈ T (D, x̂) | z ∈ F

′
(û,x̂),z̄(u, x) + ND′ (x̂,ẑ−z̄)(x)},

where D
′
(x̂, ẑ− z̄) = {x ∈ T (D, x) | x · (ẑ − z̄) = 0}. So, Corollary 3.7 generalizes Corollary

3.1 in [3] and Corollary 3.8 generalizes Corollary 3.2 in [3] and Theorem 5.6 in [10].
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