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Abstract: In [24], the author proposed a homogeneous model for standard monotone nonlinear comple-
mentarity problems over symmetric cones and show that the following properties hold: (a) There is a path
that is bounded and has a trivial starting point without any regularity assumption concerning the existence
of feasible or strictly feasible solutions. (b) Any accumulation point of the path is a solution of the homo-
geneous model. (c) If the original problem is solvable, then every accumulation point of the path gives us a
finite solution. (d) If the original problem is strongly infeasible, then, under the assumption of Lipschitz con-
tinuity, any accumulation point of the path gives us a finite certificate proving infeasibility. In this paper, we
propose a class of algorithms for numerically tracing the path in (a) above. Let r be the rank of the intended
Euclidian Jordan algebra. By introducing a parameter θ ≥ 0 for quantifying a scaled Lipschitz property of
a function, we obtain the following results: (e1) The (infeasible) NT method takes O(

√
r(1 +

√
r θ) log ε−1)

iterations for the short-step, and O(r(1 +
√

r θ) log ε−1) iterations for the semi-long- and long-step variants.
(e2) The (infeasible) xy method or yx method takes O(

√
r(1 +

√
r θ) log ε−1) iterations for the short-step,

O(r(1 +
√

r θ) log ε−1) iterations for the semi-long-step, and O(r1.5(1 +
√

r θ) log ε−1) iterations for the
long-step variant. If the original complementarity problem is linear then θ = 0 and the above results achieve
the best iteration-complexity bounds known so far for linear or convex quadratic optimization problems over
symmetric cones.
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1 Introduction

In 1999, Andersen and Ye [3] provided a homogeneous model for solving monotone com-
plementarity problems by generalizing the homogeneous self-dual algorithm for linear pro-
gramming. Their sophisticated model has the following desirable properties:

(a) The homogeneous model has a bounded path with a trivial starting point without any
regularity assumption concerning the existence of feasible or strictly feasible solutions.

(b) Any accumulation point of the path is a solution of the homogeneous model.
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(c) If the original problem is solvable, then every accumulation point of the path gives us
a finite solution.

(d) If the original problem is strongly infeasible, then, under the assumption of Lipschitz
continuity, any accumulation point of the path gives us a finite certificate proving
infeasibility.

(e) There exists an algorithm which solves the homogeneous model inO(
√

n log ε−1) number
of iterations whenever the original problem is linear.

In [24], the author extended the model to problems over symmetric cones in Euclidean Jordan
Algebras and showed that the proposed model has the properties (a)–(d) above. This paper
addresses to extending the last property (e) to symmetric cone cases. We propose a class
of polynomial-time algorithms for numerically tracing the path in (a) above and to derive
their iteration-complexity bounds corresponding to (e).

Let (V, ◦) be a Euclidian Jordan algebra with identity e, i.e., V is a finite dimensional
vector space and the bilinear product x ◦ y satisfies for all x, y ∈ V ,

(i) x ◦ y = y ◦ x,

(ii) x ◦ (x2 ◦ y) = x2 ◦ (x ◦ y) where x2 = x ◦ x,

(iii) x2 + y2 = 0 =⇒ [x = 0, y = 0], and

(iv) x ◦ e = e ◦ x = x.

Here, the statement (iii) can be replaced equivalently by

(iii’) there exists an inner product such that 〈x ◦ y, z〉 = 〈y, x ◦ z〉
and specially, we can set

〈x, y〉 = tr (x ◦ y)

where tr (x ◦ y) denotes the first coefficient of minimal polynomial of x ◦ y, which is positive
definite under (i)–(iii) (cf. [5]). The inner product induces a unitarily invariant norm

‖x‖F =
√

tr (x ◦ x)

for x ∈ V .
Let r be the rank of V , and let λi(x) (i = 1, 2, . . . , r) be the eigenvalues of x ∈ V . Then

‖x‖F =

√√√√
r∑

i=1

λi(x)2

holds and
‖x‖2 = max{|λi(x)| (i = 1, 2, . . . , r)}

determines another unitarily invariant norm of x ∈ V . Note that ‖e‖F =
√

r and ‖e‖2 = 1.
We denote by K the symmetric cone of V which is a self-dual closed convex cone such that
for any two elements x ∈ intK and y ∈ intK, there exists an invertible linear map Γ : V → V
satisfying Γ(K) = K and Γ(x) = y. In a Euclidean Jordan algebra, it is known that a cone
in V is symmetric if and only if it is the cone of squares of V given by K = {x ◦x : x ∈ V }.
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Since ◦ is a bilinear map, for any x ∈ V , we can define a linear operator L(x) satisfying
L(x)y = x ◦ y for all y ∈ V . For x, y ∈ V , let

Qx,y := L(x)L(y) + L(y)L(x)− L(x ◦ y), Qx := Qx,x = 2L2(x)− L(x2)

where Qx is called the quadratic representation of x. Since the statement (iii’) implies that
both of L(x) and L(x2) are self-adjoint, Qx is also self-adjoint. For each x ∈ intK, x is
invertible and Qx−1 = Q−1

x holds (cf. [5]).

There is extensive literature on the analysis of optimization problems over symmetric
cones. Some reasons for this may be

- symmetric cones are convenient tools for investigating the theoretical aspects of interior
point algorithms for nonnegative orthants, second-order cones and positive semidefinite
cones in a unified manner (cf. [6, 7, 20,22,24]),

- self-scaled cones introduced in [18] are closely related to symmetric cones, more precisely
the same as symmetric cones (cf. [12, 13,21]),

- more algebraic approach to optimization problems or complementarity problems becomes
possible by considering symmetric cones (cf. [5, 8, 10,11,23]).

Among others, Schmieta and Alizadeh [22] established an indispensable basis for developing
primal-dual interior point algorithms for solving linear programs over symmetric cones.
Many results in this paper depend on their fundamental work.

Consider the following standard monotone nonlinear complementarity problem over the
symmetric cone K of V .

(SCP) Find (x, y) ∈ K ×K
s.t. F (x, y) := y − ψ(x) = 0, x ◦ y = 0

where ψ : K → V is a differentiable monotone function on K satisfying

〈ψ(x)− ψ(x′), x− x′〉 ≥ 0 for all x, x′ ∈ K.

In [24], the author proposed a homogeneous model HCP for the SCP:

(HCP) Find (x, τ, y, κ) ∈ (K ×<++)× (K ×<+)
s.t. FH(x, τ, y, κ) = 0, (x, τ) ◦H (y, κ) = 0

where

<+ := {τ ∈ < : τ ≥ 0}, <++ := {τ ∈ < : τ > 0},
VH := V ×<, KH := K ×<+, xH := (x, τ) ∈ VH, yH := (y, κ) ∈ VH,

ψH(xH) = ψH(x, τ) :=
(

τψ(x/τ)
−〈ψ(x/τ), x〉

)
, (1.1)

FH(xH, yH) = yH − ψH(xH),

xH ◦H yH :=
(

x ◦ y
τκ

)
.

We also define

〈xH, yH〉H := tr (xH ◦ yH) = tr (x ◦ y) + τκ = 〈x, y〉+ τκ. (1.2)
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The set KH is a Cartesian product of two symmetric cones K and <+ and is the symmetric
cone of VH given by

KH =
{

x2
H =

(
x2

τ2

)
: xH ∈ VH

}
.

We can see that the monotonicity of ψ on K implies the monotonicity of ψH on intKH

(Proposition 5.3 of [24]). However, we should handle the functions ψH and FH more carefully
since they are not necessarily defined on the boundary of their domains. We introduce the
following definitions of asymptotic feasibility and infeasibility.

- The SCP is asymptotically feasible if and only if there exists a bounded sequence
{(x(k), y(k))} ⊆ intK × intK such that

lim
k→∞

F (x(k), y(k)) = 0.

- The SCP is asymptotically solvable if and only if there exists a bounded sequence
{(x(k), y(k))} ⊆ intK × intK such that

lim
k→∞

F (x(k), y(k)) = 0 and lim
k→∞

x(k) ◦ y(k) = 0.

- The SCP is infeasible if and only if there is no feasible point (x, y) ∈ K × K satisfying
F (x, y) = 0.

- The SCP is strongly infeasible if and only if there is no sequence {(x(k), y(k))} ⊆ intK×intK
such that limk→∞ F (x(k), y(k)) = 0.

The following results have been shown in [24].

Theorem 1.1 (Theorem 5.4 and 5.5 of [24]). Define

h
(0)
H :=

(
p
(0)
H

f
(0)
H

)
:=

(
x

(0)
H ◦H y

(0)
H

FH(x(0)
H , y

(0)
H )

)
=

(
eH

y
(0)
H − ψH(x(0)

H )

)

where (x(0)
H , y

(0)
H ) = (eH, eH), eH = (e, 1) ∈ intKH is the identity element in VH satisfying

tr (eH) = rank (VH) = r + 1.

(i) Any asymptotically feasible solution (x̂H, ŷH) of the HCP is an asymptotic solution, i.e.,
there exists a bounded sequence {(x̂(k)

H , ŷ
(k)
H )} ⊆ intKH × intKH such that

lim
k→∞

(x̂(k)
H , ŷ

(k)
H ) = (x̂H, ŷH), lim

k→∞
FH(x̂(k)

H , ŷ
(k)
H ) = 0 and lim

k→∞
x̂

(k)
H ◦H ŷ

(k)
H = 0.

(ii) The HCP is not feasible, but asymptotically feasible.

(iii) The SCP has a solution if and only if the HCP has an asymptotic solution (x∗H, y∗H) =
(x∗, τ∗, y∗, κ∗) with τ∗ > 0. In this case, (x∗/τ∗, y∗/τ∗) is a solution of the SCP.

(iv) Suppose that ψ satisfies the Lipschitz condition on intK, i.e., there exists a constant
γ ≥ 0 such that

‖ψ(x + h)− ψ(x)‖F ≤ γ‖h‖F for any x ∈ intK and x + h ∈ intK.

If the SCP is strongly infeasible then the HCP has an asymptotic solution (x∗, τ∗, y∗, κ∗)
with κ∗ > 0. Conversely, if the HCP has an asymptotic solution (x∗, τ∗, y∗, κ∗) with
κ∗ > 0 then the SCP is infeasible. In the latter case, (x∗/κ∗, y∗/κ∗) is a certificate to
prove infeasibility of the SCP.
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(v) Define

HH(xH, yH) :=
(

xH ◦H yH

yH − ψH(xH)

)
.

The set

P := {(xH, yH) ∈ intKH × intKH : HH(xH(t), yH(t)) = th
(0)
H , t ∈ (0, 1]}

forms a bounded path in intKH × intKH. Any accumulation point (xH(0), yH(0)) is an
asymptotic solution of the HCP.

(vi) If the HCP has an asymptotic solution (x∗H, y∗H) = (x∗, τ∗, y∗, κ∗) with τ∗ > 0 ( κ∗ > 0,
respectively), then any accumulation point (xH(0), yH(0)) = (x(0), τ(0), y(0), κ(0)) of
the bounded path P satisfies τ(0) > 0 ( κ(0) > 0, respectively).

The above theorem ensures that the properties (a)–(d) of the homogeneous model for
K = <n

+ in [3] can be extended to the case of symmetric cones.
In this paper, we propose a class of algorithms which trace the path in (v) of Theorem 1.1.

We give an outline of our homogeneous algorithm. See Section 7 for a complete description
of the algorithm.

We start the algorithm with the following infeasible initial point.

(x0
H, y0

H) := (eH, eH), s0
H := y0

H − ψH(xH), µ0
H := 〈x0

H, y0
H〉H/(r + 1).

At each iteration (xH, yH), we consider the following system.

HH(xH, yH) =
(

xH ◦H yH

yH − ψH(xH)

)
=

(
µHeH

0

)
. (1.3)

Applying Newton’s method to the system leads us to the linear system
{

∆xH ◦H yH + xH ◦H ∆yH = γµHe− xH ◦H yH,
∆yH −Dψ(xH)∆xH = −ηsH,

(1.4)

where
(∆xH, ∆yH) ∈ VH × VH, sH := yH − ψH(xH), µH = 〈xH, yH〉H/(r + 1), (1.5)

and η, γ ∈ [0, 1] are parameters for regulating the feasibility and the complementarity, re-
spectively. The direction obtained by the above system is so called xy + yx direction [1].
Here, we consider the commutative class of search directions, which is a subclass of Monteiro
and Zhang family (cf. [16, 17]). For (xH, yH) ∈ intKH × intKH, define

P(xH, yH) :=
{
p ∈ intKH | QpxH and Qp−1yH operator commute.

}

and
x̃H := QpxH, ỹH := Qp−1yH = Q−1

p yH. (1.6)

The commutative class of search directions (∆xH,∆yH) are given by

(∆xH,∆yH) := (Q−1
p ∆̃xH, Qp∆̃yH) (1.7)

where (∆̃xH, ∆̃yH) is the solution of the scaled Newton system
{

∆̃xH ◦H ỹH + x̃H ◦H ∆̃yH = γµHe− x̃H ◦H ỹH,

∆̃yH −Dψ̃H(x̃H)∆̃xH = −ηs̃H

(1.8)
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where

µH = 〈x̃H, ỹH〉H/(r + 1), s̃H := ỹH − ψ̃H(x̃H), ψ̃H(x̃H) := Q−1
p • ψH •Q−1

p (x̃H) = Q−1
p ψH(xH)

(1.9)
for some γ, η ∈ [0, 1] and p ∈ P(xH, yH). Here, φ1 • φ2 denotes the composite function of
φ1 and φ2. If we choose p = y

1/2
H (p = x

−1/2
H ), then ỹH = eH (x̃H = eH) and we see that

p ∈ P(xH, yH). We call the method xy-method (yx-method). If we choose p ∈ P(xH, yH) so
that x̃H = ỹH, then the method is called Nesterov-Todd (NT) method.

The next iterate is determined by moving along the following one-dimensional curve
(xH(α), yH(α)) :





xH(α) := xH + α∆xH,
yH(α) := yH + α∆yH + ψH(xH(α))− ψH(xH)− αDψH(xH)∆xH

= ψH(xH(α)) + (1− αη)sH

(1.10)

where the last equation follows from the first equation of (1.4) and the definition (1.5) of sH.
Note that the curve search technique was first introduced by Monteiro and Adler [15], and
then used in many literatures (cf. [14,19,25]) for solving nonlinear programs over nonnegative
orthants.

We consider the following three types of neighborhood:

NF(β) := {(xH, yH) ∈ KH ×KH | dF(xH, yH) ≤ βµH},
N2(β) := {(xH, yH) ∈ KH ×KH | d2(xH, yH) ≤ βµH},
N−∞(β) := {(xH, yH) ∈ KH ×KH | d−∞(xH, yH) ≤ βµH}

(1.11)

where β ∈ (0, 1), wH = Q
x
1/2
H

yH and

dF(xH, yH) : = ‖Q
x
1/2
H

yH − µHeH‖F =

√√√√
r+1∑

i=1

(λi(wH)− µH)2,

d2(xH, yH) : = ‖Q
x
1/2
H

yH − µHeH‖2
= max{|λi(wH)− µH| (i = 1, . . . , r + 1)}
= max{λmax(wH)− µH, µH − λmin(wH)},

d−∞(xH, yH) : = µH − λmin(wH).

Since the inclusive relation NF(β) ⊆ N2(β) ⊆ N−∞(β) holds for any β ∈ (0, 1) (cf. Propo-
sition 29 of [22]), we call the algorithms using NF(β), N2(β) and N−∞(β) the short-step
algorithm, the semi-long-step algorithm and the long-step algorithm, respectively.

By exploring the behavior of the curve (1.10), we derive complexity bounds of six path-
following algorithms, the combinations of two types of search directions and three types of
neighborhoods. For this purpose, we introduce a parameter θ ≥ 0 for quantifying a scaled
Lipschitz property of the function ψ. We impose the following assumption on ψ, which can
be considered as an extension of scaled Lipschitz properties (cf. [3, 14,15,19,25]):

Assumption 1.2. There exists a θ ≥ 0 such that
∥∥∥z̃(α) ◦

(
ψ̃(z̃(α))− ψ̃(z̃)− αDψ̃(z̃)∆̃z

)∥∥∥
F
≤ α2θ〈∆̃z, Dψ̃(z̃)∆̃z〉

for all z ∈ intK, ∆z ∈ V , p ∈ P(x, y) and α ∈ [0, 1] such that z(α) ∈ intK, where

z̃(α) = Qp(z + α∆z), ψ̃(z̃) = Q−1
p • ψ •Q−1

p (z̃) = Q−1
p ψ(z).

Here, φ1 • φ2 denotes the composite function of φ1 and φ2.
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Obviously, if ψ is affine then ψ satisfies the assumption with θ = 0. It should be noted
that the assumption is not introduced to intend an empty generalization of affine functions,
while the assumption has high affinity with the homogeneous function defined in (1.1). Let
us consider a simple example, φ : < → <, φ(x) = x. Then the induced homogeneous
function ψH : < × <++ → <2 is given by ψH(x, τ) = (x,−x2/τ). The function ψH is no
longer linear, but we can see that ψH is monotone (cf. (iv) of Theorem 2.2) and satisfies
Assumption 1.2 with θ = 1 (cf. Theorem 5.1). On the other hand, unfortunately, the
function ψ(x1, x2) = (x1,−x2

1/x2) does not satisfy the Lipschitz condition on intK := <2
++

as imposed in (iv) of Theorem 1.1. A further issue may be to find a monotone function ψ
which is not affine but satisfies both of Assumption 1.2 and the Lipschitz condition.

Under the assumption, we obtain the following results instead of (e) above, by analogous
discussions as in [22] and in [20]:

(e1) The (infeasible) NT method takes O(
√

r(1+
√

r θ) log ε−1) iterations for the short-step,
and O(r(1 +

√
r θ) log ε−1) iterations for the semi-long- and long-step variants.

(e2) The (infeasible) xy method or yx method takes O(
√

r(1 +
√

r θ) log ε−1) iterations for
the short-step, O(r(1+

√
r θ) log ε−1) iterations for the semi-long-step, and O(r1.5(1+√

r θ) log ε−1) iterations for the long-step variant.

Since θ = 0 for any affine function ψ, the above results achieve the best complexity
bounds for linear or convex quadratic optimization problems over symmetric cones.

The paper is organized as follows.
In Section 2, we first observe some basic properties of the homogeneous function ψH

defined by (1.1). In Section 3, we discuss the existence of the scaled Newton direction for
the HCP and explore the behavior of the search curve (1.10). More precise analyses of
the curve are carried out in Sections 4 and 5. The number of iterations of our algorithms
depends on the range of step sizes for which the next iterate stays in the neighborhoods
(1.11). We determine the range in Section 6 using the results in Sections 4 and 5. After
providing a detailed description of the algorithms, we give the iteration-complexity bounds
of our algorithms in Section 7. Some conclusions are drawn in Section 8.

2 Properties of the Function ψH

In this section, we provide some key properties of the function ψH defined by (1.1), most of
which are obtained by simple calculations.

First, we introduce a well-know result of differentiable monotone functions, which is
helpful in exploring the monotonicity of ψH.

Lemma 2.1 (Proposition 2.3.2 (a) of [4]). If ψ is monotone on intK then the Jacobian
Dψ(x) is positive semidefinite for any x ∈ intK with respect to 〈·, ·〉.

By a simple calculation, the Jacobian DψH(xH) of the function ψH at xH is given by

DψH(xH) =
(

Dψ(x/τ) ψ(x/τ)−Dψ(x/τ)(x/τ)
−ψ(x/τ)T − [Dψ(x/τ)∗(x/τ)]T 〈Dψ(x/τ)(x/τ), (x/τ)〉

)
(2.1)

where A∗ is the adjoint of a linear operator A, i.e.,

〈Ax, y〉 = 〈x,A∗y〉, ∀ x, y ∈ V
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and aT is a linear operator such that

aT x = 〈a, x〉, ∀ x ∈ V.

By (1.2) and the definitions of A∗ and aT above, we see that
〈(

y
κ

)
,

(
A b
cT d

)(
x
τ

)〉

H

=
〈(

A∗ c
bT d

)(
y
κ

)
,

(
x
τ

)〉

H

.

This yields

DψH(xH)∗ =
(

Dψ(x/τ)∗ −ψ(x/τ)−Dψ(x/τ)∗(x/τ)
ψ(x/τ)T − [Dψ(x/τ)∗(x/τ)]T 〈Dψ(x/τ)(x/τ), (x/τ)〉

)
. (2.2)

The function ψH and its Jacobian DψH have the following properties.

Lemma 2.2. (i) 〈xH, ψH(xH)〉H = 0.

(ii) DψH(xH)∗xH = −ψH(xH).

(iii)

DψH(xH)∆xH =
(

Dψ(x/τ)∆x + [ψ(x/τ)−Dψ(x/τ)(x/τ)]∆τ
−〈ψ(x/τ),∆x〉 − 〈x/τ, Dψ(z)(∆x− (x/τ)∆τ)〉

)
.

(iv)
〈∆xH, DψH(xH)∆xH〉H = 〈∆x− (x/τ)∆τ, Dψ(x/τ)(∆x− (x/τ)∆τ)〉 ≥ 0,

i.e., DψH(xH) is positive semidefinite on intKH with respect to 〈·, ·〉H. Therefore, ψH

is monotone on intKH with respect to 〈·, ·〉H.

Proof. (i): The proof is straightforward.
(ii), (iii), (iv): Using (2.1) and (2.2), we can calculate them as follows:

DψH(xH)∗xH =
(

Dψ(x/τ)∗ −ψ(x/τ)−Dψ(x/τ)∗(x/τ)
ψ(x/τ)T − [Dψ(x/τ)∗(x/τ)]T 〈Dψ(x/τ)(x/τ), (x/τ)〉

)(
x
τ

)

=
(

Dψ(x/τ)∗x− τψ(x/τ)− τDψ(x/τ)∗(x/τ)
〈ψ(x/τ), x〉 − 〈Dψ(x/τ)(x/τ), x〉+ τ〈Dψ(x/τ)(x/τ), (x/τ)〉

)

=
( −τψ(x/τ)
〈ψ(x/τ), x〉

)

= −ψH(xH),

DψH(xH)∆xH =
(

Dψ(x/τ) ψ(x/τ)−Dψ(x/τ)(x/τ)
−ψ(x/τ)T − [Dψ(x/τ)∗(x/τ)]T 〈Dψ(x/τ)(x/τ), (x/τ)〉

)(
∆x
∆τ

)

=
(

Dψ(x/τ)∆x + ∆τ [ψ(x/τ)−Dψ(x/τ)(x/τ)]
−〈ψ(x/τ),∆x〉 − 〈Dψ(x/τ)∗(x/τ),∆x〉+ ∆τ〈Dψ(x/τ)(x/τ), (x/τ)〉

)

=
(

Dψ(x/τ)(∆x− (x/τ)∆τ) + ∆τψ(x/τ)
−〈ψ(x/τ),∆x〉 − 〈(x/τ), Dψ(x/τ)∆x〉+ ∆τ〈(x/τ), Dψ(x/τ)(x/τ)〉

)

=
(

Dψ(x/τ)(∆x− (x/τ)∆τ) + ∆τψ(x/τ)
−〈ψ(x/τ),∆x〉 − 〈(x/τ), Dψ(x/τ)(∆x− (x/τ)∆τ)〉

)
(2.3)

=
(

Dψ(x/τ)∆x + [ψ(x/τ)−Dψ(x/τ)(x/τ)]∆τ
−〈ψ(x/τ),∆x〉 − 〈x/τ, Dψ(z)(∆x− (x/τ)∆τ)〉

)
,
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〈∆xH, DψH(xH)∆xH〉H
=

〈(
∆x
∆τ

)
,

(
Dψ(x/τ)(∆x− (x/τ)∆τ) + ∆τψ(x/τ)
−〈ψ(x/τ),∆x〉 − 〈(x/τ), Dψ(x/τ)(∆x− (x/τ)∆τ)〉

)〉

H

(by (2.3))
= 〈∆x,Dψ(x/τ) (∆x− (x/τ)∆τ) + ∆τψ(x/τ)〉

+∆τ [−〈ψ(x/τ),∆x〉 − 〈(x/τ), Dψ(x/τ)(∆x− (x/τ)∆τ)〉]
= 〈∆x,Dψ(x/τ) (∆x− (x/τ)∆τ)〉+ ∆τ〈∆x, ψ(x/τ)〉

−∆τ〈ψ(x/τ),∆x〉 −∆τ〈(x/τ), Dψ(x/τ) (∆x− (x/τ)∆τ)〉
= 〈∆x− (x/τ)∆τ, Dψ(x/τ) (∆x− (x/τ)∆τ)〉
≥ 0

where the last inequality follows from the monotonicity of ψ and Lemma 2.1.

3 Scaled Newton Directions and Search Curves

In this section, we show the existence of the scaled Newton direction for the HCP and explore
the behavior of the search curve (1.10). For simplicity, we use the symbols x, y, ψ, 〈·, ·〉 to
denote xH, yH, ψH, 〈·, ·〉H throughout this section.

The following lemma shows the invariance of the complementarity under the scaling Qp

for p ∈ P(x, y).

Lemma 3.1 (Lemma 28 of [22]). Suppose that p ∈ V is invertible. Then for any x, y ∈ K,
x ◦ y = µe if and only if Qpx ◦Q−1

p y = µe.

The following lemma shows that the properties in Lemma 2.2 are also invariant under
the scaling Qp for p ∈ P(x, y).

Lemma 3.2. Suppose that p ∈ intK

(i) ψ̃ is monotone on intK.

(ii) 〈x̃, ψ̃(x̃)〉 = 0.

(iii) Dψ̃(x̃)∗x̃ = −ψ̃(x̃).

(iv) 〈∆̃x,Dψ̃(x)∆̃x〉 = 〈∆x,Dψ(x)∆x〉.
Proof. (i): For any x̃, x̃′ ∈ intK, by the self-adjointness of Q−1

p , we can see that

〈x̃− x̃′, ψ̃(x̃)− ψ̃(x̃′)〉 = 〈x̃− x̃′, Q−1
p • ψ •Q−1

p (x̃)−Q−1
p • ψ •Q−1

p (x̃′)〉
= 〈Q−1

p x̃−Q−1
p x̃′, ψ(Q−1

p x̃)− ψ(Q−1
p x̃′)〉

≥ 0

where the last inequality follows from Q−1
p x̃, Q−1

p x̃′ ∈ intK (cf. Proposition 18 of [22]) and
the monotonicity of ψ on intK.
(ii), (iii), (iv): The following equations follow from Lemma 2.2, the definitions (1.6) – (1.9),
and the self-adjointness of Qp and Q−1

p :

〈x̃, ψ̃(x̃)〉 = 〈Qpx,Q−1
p ψ(x)〉

= 〈x, ψ(x)〉
= 0 (by (i) of Lemma 2.2),
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Dψ̃(x̃)∗x̃ =
[
D

(
Q−1

p ψ(Q−1
p x̃)

)]∗
x̃

=
[
Q−1

p D
(
ψ(Q−1

p x̃)
)]∗

x̃

=
[
Q−1

p Dψ(Q−1
p x̃)Q−1

p

]∗
x̃

= Q−1
p Dψ(Q−1

p x̃)∗Q−1
p x̃

= Q−1
p Dψ(x)∗x

= Q−1
p (−ψ(x)) (by (ii) of Lemma 2.2)

= −ψ̃(x̃),

〈∆̃x,Dψ̃(x̃)∆̃x〉 = 〈Qp∆x,Q−1
p Dψ(Q−1

p x̃)Q−1
p Qp∆x〉

= 〈∆x,Dψ(x)∆x〉.

Now we show the existence of the scaled Newton direction for the system (1.3). For a
p ∈ P(x, y), the scaled system of (1.3) is given by (1.8).

Lemma 3.3. The system (1.8) has a unique solution (∆̃x, ∆̃y) := (Qp∆x,Q−1
p ∆y)

Proof. The system (1.8) is equivalently represented by
{

L(ỹ)∆̃x + L(x̃)∆̃y = γµe− x̃ ◦ ỹ,

∆̃y −Dψ̃(x̃)∆̃x = −ηs̃.

Since the above system consists of 2(n+1) linear equations, the system has a unique solution
if and only if {

L(ỹ)∆̃x + L(x̃)∆̃y = 0,

∆̃y −Dψ̃(x̃)∆̃x = 0
=⇒ (∆̃x, ∆̃y) = (0, 0) (3.1)

holds. As we have seen in Lemma 2.2, ψ̃ is monotone on intK. Therefore, ∆̃y−Dψ̃(x̃)∆̃x = 0
implies that 〈∆̃x, ∆̃y〉 ≥ 0. Suppose that (∆̃x, ∆̃y) satisfies the left-hand side of (3.1) but
(∆̃x, ∆̃y) 6= (0, 0). Obviously, we have ∆̃x 6= 0. Since x̃ ∈ intK and ỹ ∈ intK operator
commute, there exists a Jordan frame {c1, · · · , cr+1}, x̃ and ỹ are given by

x̃ =
r+1∑

i=1

λici, ỹ =
r+1∑

i=1

µici

for any λi > 0, µi > 0 (i = 1, . . . , r+1) (cf. Theorem 27 of [22]). Note that x̃−1 =
∑r+1

i=1
1
λi

ci

which implies that x̃−1 and ỹ operator commute, too. This yields

L(x̃−1)L(ỹ) = L(ỹ)L(x̃−1)

and, since L(x̃−1) and L(ỹ) are positive definite, L(x̃−1)L(ỹ) is also positive definite. There-
fore, the implication

L(ỹ)∆̃x + L(x̃)∆̃y = 0 ⇒ L(x̃)−1L(ỹ)∆̃x + ∆̃y = 0

⇒ L(x̃−1)L(ỹ)∆̃x + ∆̃y = 0

⇒ 〈∆̃x, L(x̃−1)L(ỹ)∆̃x〉+ 〈∆̃x, ∆̃y〉 = 0
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holds which contradicts to the facts

〈∆̃x, L(x̃−1)L(ỹ)∆̃x〉 > 0, 〈∆̃x, ∆̃y〉 ≥ 0.

Consequently, we have ∆̃x = 0 and ∆̃y = 0.

The following lemma shows that ∆̃y and Dψ̃(x̃)∆̃x are very similar in the sense that
〈∆̃x, ∆̃y〉 = 〈∆̃x,Dψ̃(x̃)∆̃x〉 holds if we set 1− η − γ = 0.

Lemma 3.4. 〈∆̃x, ∆̃y〉 = 〈∆̃x,Dψ̃(x̃)∆̃x〉+ η(1− η − γ)(r + 1)µ.

Proof. It follows from the second equation in (1.8) that

〈∆̃x, ∆̃y〉 − 〈∆̃x,Dψ̃(x̃)∆̃x〉 = −η〈∆̃x, s̃〉 = −η〈∆̃x, ỹ − ψ̃(x̃)〉, (3.2)

and

〈x̃, ∆̃y〉 − 〈x̃,Dψ̃(x̃)∆̃x〉 = −η〈x̃, s̃〉 = −η〈x̃, ỹ − ψ̃(x̃)〉 = −η〈x̃, ỹ〉 = −η(r + 1)µ, (3.3)

where the second last equation follows from (ii) of Lemma 3.2. By (iii) of Lemma 3.2, the
left-hand side above becomes

〈x̃, ∆̃y〉 − 〈x̃,Dψ̃(x̃)∆̃x〉 = 〈x̃, ∆̃y〉 − 〈Dψ̃(x̃)∗x̃, ∆̃x〉 = 〈x̃, ∆̃y〉+ 〈ψ̃(x̃), ∆̃x〉, (3.4)

and by (3.3) and (3.4), we have

〈∆̃x, ψ̃(x̃)〉 = −η(r + 1)µ− 〈x̃, ∆̃y〉. (3.5)

Combining (3.2) and (3.5), this yields

〈∆̃x, ∆̃y〉 = 〈∆̃x,Dψ̃(x̃)∆̃x〉 − η〈∆̃x, ỹ − ψ̃(x̃)〉
= 〈∆̃x,Dψ̃(x̃)∆̃x〉 − η〈∆̃x, ỹ〉+ η〈∆̃x, ψ̃(x̃)〉
= 〈∆̃x,Dψ̃(x̃)∆̃x〉 − η〈∆̃x, ỹ〉+ η

{
−η(r + 1)µ− 〈x̃, ∆̃y〉

}

= 〈∆̃x,Dψ̃(x̃)∆̃x〉 − η
{
〈∆̃x, ỹ〉+ 〈x̃, ∆̃y〉+ η(r + 1)µ

}
. (3.6)

By using the first equation in (1.8) and the fact 〈x̃, ỹ〉 = 〈x, y〉 = (r + 1)µ, we have

〈∆̃x, ỹ〉+ 〈x̃, ∆̃y〉 = 〈e, ∆̃x ◦ ỹ〉+ 〈e, x̃ ◦ ∆̃y〉
= 〈e, ∆̃x ◦ ỹ + x̃ ◦ ∆̃y〉
= 〈e, γµe− x̃ ◦ ỹ〉
= γµ(r + 1)− (r + 1)µ
= (γ − 1)µ(r + 1). (3.7)

Substituting (3.7) into (3.6) leads to

〈∆̃x, ∆̃y〉 = 〈∆̃x,Dψ̃(x̃)∆̃x〉 − η {(γ − 1)µ(r + 1) + η(r + 1)µ}
= 〈∆̃x,Dψ̃(x̃)∆̃x〉+ ηµ(r + 1)(1− η − γ).
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In our algorithms, the next iterate is determined by moving along the curve (x(α), y(α))
defined by (1.10). Define the scaled curve (x̃H(α), ỹH(α)) as follows:





x̃(α) := x̃ + α∆̃x,

ỹ(α) := ỹ + α∆̃y + ψ̃(x̃(α))− ψ̃(x̃)− αDψ̃(x̃)∆̃x

= ψ̃(x̃(α)) + (1− αη)s̃.
(3.8)

The following lemma shows that if we set 1−η−γ = 0 then the inner product 〈x̃(α), ỹ(α)〉
is reducing linearly with α > 0.

Lemma 3.5. Define
s̃(α) := ỹ(α)− ψ̃(x̃(α)).

(i) s̃(α) = (1− αη)s̃

(ii) 〈x̃(α), ỹ(α)〉 = {1− α(1− γ)}〈x̃, ỹ〉+ α2η(1− η − γ)(r + 1)µ

Proof. (i): It is straightforward from (3.8).
(ii): It follows from Lemma 3.2 and 3.4 that

〈x̃(α), ỹ(α)〉
= 〈x̃(α), ỹ + α∆̃y + ψ̃(x̃(α))− ψ̃(x̃)− αDψ̃(x̃)∆̃x〉
= 〈x̃(α), ỹ + α∆̃y〉+ 〈x̃(α), ψ̃(x̃(α))〉+ 〈x̃(α),−ψ̃(x̃)− αDψ̃(x̃)∆̃x〉
= 〈x̃(α), ỹ + α∆̃y〉+ 0− 〈x̃(α), ψ̃(x̃) + αDψ̃(x̃)∆̃x〉

(by (ii) of Lemma 3.2)

= 〈x̃(α), ỹ + α∆̃y〉 − 〈x̃ + α∆̃x, ψ̃(x̃) + αDψ̃(x̃)∆̃x〉
= 〈x̃(α), ỹ + α∆̃y〉 − 〈x̃, ψ̃(x̃)〉 − α〈Dψ̃(x̃)∗x̃, ∆̃x〉 − α〈∆̃x, ψ̃(x̃)〉 − α2〈∆̃x,Dψ̃(x̃)∆̃x〉
= 〈x̃(α), ỹ + α∆̃y〉 − 0 + α〈ψ̃(x̃), ∆̃x〉 − α〈∆̃x, ψ̃(x̃)〉 − α2〈∆̃x,Dψ̃(x̃)∆̃x〉

(by (ii) and (iii) of Lemma 3.2)

= 〈x̃(α), ỹ + α∆̃y〉 − α2〈∆̃x,Dψ̃(x̃)∆̃x〉
= 〈x̃ + α∆̃x, ỹ + α∆̃y〉 − α2〈∆̃x,Dψ̃(x̃)∆̃x〉
= 〈x̃, ỹ〉+ α

(
〈∆̃x, ỹ〉+ 〈x̃, ∆̃y〉

)
+ α2

(
〈∆̃x, ∆̃y〉 − 〈∆̃x,Dψ̃(x̃)∆̃x〉

)

= 〈x̃, ỹ〉+ α〈e, γµe− x̃ ◦ ỹ〉+ α2η(1− η − γ)(r + 1)µ
(by the first equation of (1.8) and Lemma 3.4)

= (r + 1)µ− α(1− γ)(r + 1)µ + α2η(1− η − γ)(r + 1)µ
(by the fact 〈x̃, ỹ〉 = 〈x, y〉 = (r + 1)µ)

= {1− α(1− γ)}(r + 1)µ + α2η(1− η − γ)(r + 1)µ.

We conclude this section by observing x̃(α) ◦ ỹ(α).

Lemma 3.6.

x̃(α) ◦ ỹ(α) = (1− α)x̃ ◦ ỹ + γαµe + α2∆̃x ◦ ∆̃y + x̃(α) ◦ d̃(α)
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where

d̃(α) := ψ̃(x̃(α))− ψ̃(x̃)− αDψ̃(x̃)∆̃x

= Qp−1 [ψ(x(α))− ψ(x)− αDψ(z)∆x] . (3.9)

Proof. By the definitions (3.8) and (3.9), we have

x̃(α) ◦ ỹ(α) = (x̃ + α∆̃x) ◦ (ỹ + α∆̃y) + x̃(α) ◦ d̃(α)

= x̃ ◦ ỹ + α(∆̃x ◦ ỹ + x̃ ◦ ∆̃y) + α2∆̃x ◦ ∆̃y + x̃(α) ◦ d̃(α)

= x̃ ◦ ỹ + α(γµe− x̃ ◦ ỹ) + α2∆̃x ◦ ∆̃y + x̃(α) ◦ d̃(α)
(by the first equation of (1.8) )

= (1− α)x̃ ◦ ỹ + γαµe + α2∆̃x ◦ ∆̃y + x̃(α) ◦ d̃(α)

The above lemma suggests that we may have to estimate the values of ‖∆̃x‖F‖∆̃y‖F and
‖x̃(α) ◦ d̃(α)‖F for the further discussion. Those bounds are derived in the succeeding two
sections.

4 Upper Bounds of ‖∆̃x‖F‖∆̃y‖F

Similarly to the previous section, we use the symbols x, y, ψ, 〈·, ·〉 to denote xH, yH, ψH, 〈·, ·〉H
throughout this section. The aim of this section is to derive upper bounds of ‖∆̃x‖F‖∆̃y‖F.
The first step is given by the following lemma proposed in [22].

Lemma 4.1 (Lemma 33 of [22]). Let u, v ∈ V and let G be positive definite and self-
adjoint linear operator with respect to 〈·, ·〉. Then

‖u‖F‖v‖F ≤ 1
2

√
KG

(
‖G1/2u‖2F + ‖G1/2v‖2F

)

where KG is the condition number of G defined by

KG =
λmax(G)
λmin(G)

. (4.1)

For the scaled iterate (x̃, ỹ), the first equation of (1.8) is equivalently represented by

L(ỹ)∆̃x + L(x̃)∆̃y = γµe− L(ỹ)L(x̃). (4.2)

Let G = L(ỹ)−1L(x̃). Since x̃ ∈ intK and ỹ ∈ intK operator commute, we see that G is
positive definite and self-adjoint linear operator with respect to 〈·, ·〉. Multiplying (4.2) by
(L(x̃)L(ỹ))−1/2, we have

G1/2∆̃x + G1/2∆̃y = γµ (L(x̃)L(ỹ))−1/2
e−G1/2ỹ.

Using Lemma 4.1, we obtain the following result.
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Lemma 4.2. Suppose that (∆̃x, ∆̃y) satisfies (1.8). Let us define

G := L(ỹ)−1L(x̃), h̃ := γµ(L(x̃)L(ỹ))−1/2e−G1/2ỹ.

Then
‖G1/2∆̃y‖F + ‖G1/2∆̃x‖F ≤ ‖h̃‖2F − 2η(1− η − γ)(r + 1)µ.

Proof. Since G is self-adjoint, we see that

‖G1/2∆̃y + G1/2∆̃x‖2F = ‖G1/2∆̃y‖2F + ‖G1/2∆̃x‖2F + 2〈G1/2∆̃y, G−1/2∆̃x〉
= ‖G1/2∆̃y‖2F + ‖G1/2∆̃x‖2F + 2〈∆̃y, ∆̃x〉.

As we have seen above, by (1.8),

G1/2∆̃y + G1/2∆̃x = γµ(L(x̃)L(ỹ))−1/2e−G1/2ỹ = h̃.

By Lemmas 3.4 and 3.2, we obtain the inequality

‖G1/2∆̃y‖F + ‖G1/2∆̃x‖F = ‖G1/2∆̃y + G1/2∆̃x‖2F − 2〈∆̃y, ∆̃x〉
= ‖h̃‖2F − 2〈∆̃y, ∆̃x〉
= ‖h̃‖2F − 2{〈∆̃x,Dψ̃(x̃)∆̃x〉+ η(1− η − γ)(r + 1)µ}

(by Lemma 3.4)
≤ ‖h̃‖2F − 2η(1− η − γ)(r + 1)µ}

(by (iv) of Lemma 3.2 and (iv) of Lemma 2.2).

Now we estimate the value of ‖h̃‖F. We introduce the following three lemmas which
are shown in [22]. Note that if we choose p = y1/2 (p = x−1/2) then we call the method
xy-method (yx-method), and if we choose p ∈ P(x, y) so that x̃ = ỹ then we call the method
Nesterov-Todd (NT) method. In the latter case, the choice of p is unique and given by

p =
[
Qx1/2(Qx1/2y)−1/2

]−1/2

=
[
Qy−1/2(Qy−1/2x)1/2

]−1/2

.

Lemma 4.3 (Lemmas 34 (with its proof) and 35 of [22]). Define G = L(ỹ)−1L(x̃)
and w̃ = Qx̃1/2 ỹ.

‖h̃‖2F =
r+1∑

i=1

(γµ− λi(w̃))2

λi(w̃)
.

Lemma 4.4 (Lemma 35 of [22]). Define G = L(ỹ)−1L(x̃) and w̃ = Qx̃1/2 ỹ.

(i) If (x, y) ∈ NF(β) then

r+1∑

i=1

(γµ− λi(w̃))2

λi(w̃)
≤

(
β2 + (1− γ)2(r + 1)

1− β

)
µ.

(ii) If (x, y) ∈ N2(β) ∪N−∞(β) then

r+1∑

i=1

(γµ− λi(w̃))2

λi(w̃)
≤

(
1− 2γ +

γ2

1− β

)
µ(r + 1).



HOMOGENEOUS ALGORITHMS FOR MONOTONE CPS. 325

Lemma 4.5 (Lemma 36 of [22]). Define G = L(ỹ)−1L(x̃).

(i) For the NT method, the condition number KG of G is always 1.

(ii) For the xy and yx methods, we have

(a) If (x, y) ∈ NF(β) ∪N2(β) then KG ≤ 2/(1− β).

(b) If (x, y) ∈ N−∞(β) then KG ≤ (r + 1)/(1− β).

The next lemma is a direct consequence of Lemmas 4.3 and 4.4.

Lemma 4.6. (i) If (x, y) ∈ NF(β) then

‖h̃‖2F ≤
β2 + (1− γ)2(r + 1)

1− β
µ.

(ii) If (x, y) ∈ N2(β) ∪N−∞(β) then

‖h̃‖2F ≤
(

1− 2γ +
γ2

1− β

)
µ(r + 1).

By Lemmas 4.1 and 4.2, we see that

‖∆̃x‖F‖∆̃y‖F ≤ 1
2

√
KG

(
‖G1/2u‖2F + ‖G1/2v‖2F

)

≤ 1
2

√
KG

(
‖h̃‖2F − η(1− η − γ)(r + 1)µ

)
.

Combining this with Lemma 4.6, we obtain the next theorem, which is the main result
of this section.

Theorem 4.7. Define G = L(ỹ)−1L(x̃). Let KG be the condition number of G defined by
(4.1). Choose η, γ ∈ (0, 1) so that 1− η − γ = 0.

(i) If (x, y) ∈ NF(β) then

‖∆̃x‖F‖∆̃y‖F ≤ 1
2

√
KG

(
β2 + (1− γ)2(r + 1)

1− β

)
µ.

(ii) If (x, y) ∈ N2(β) ∪N−∞(β) then

‖∆̃x‖F‖∆̃y‖F ≤ 1
2

√
KG

(
1− 2γ +

γ2

1− β

)
µ(r + 1).

5 Scaled Lipschitz Condition

As we have seen in Lemma 3.6, to estimate the value of ‖x̃(α) ◦ ỹ(α)‖F, we have to derive a
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bound of

‖x̃H(α) ◦H d̃H(α)‖F =
∥∥∥(x̃H + α∆̃xH) ◦H

[
ψ̃H(x̃H(α))− ψ̃H(x̃)− αDψ̃H(x̃H)∆̃xH

]∥∥∥
F

for α ∈ (0, 1]. In this section, we devote ourselves to proving the following theorem by
calculating ψ̃H(x̃H(α))− ψ̃H(x̃H)− αDψ̃H(x̃H)∆̃xH carefully.

Theorem 5.1. Suppose that ψ : K → V satisfies Assumption 1.2. Then ψH satisfies

∥∥∥(x̃H + α∆̃xH) ◦H

(
ψ̃H(x̃H(α))− ψ̃H(x̃H)− αDψ̃H(x̃H)∆̃xH

)∥∥∥
F

≤ (2
√

r θ + 1)α2〈∆̃xH, Dψ̃H(x̃H)∆̃xH〉H

for all xH ∈ intKH, ∆xH ∈ V , pH ∈ P(xH, yH) and α ∈ [0, 1] such that xH(α) ∈ intKH where

x̃H(α) = QpH(xH + α∆xH), ψ̃H(x̃H) = Q−1
pH
•H ψH •H Q−1

pH
(x̃H) = Q−1

pH
ψH(xH)

That is, ψH satisfies Assumption 1.2 with 2
√

r θ + 1 instead of θ.

Proof. By the definition (1.9) of ψ̃(x̃) and (iii) of Lemma 2.2, we can calculate

ψ̃(x̃H(α))− ψ̃(x̃H)− αDψ̃H(x̃H)∆̃xH

=
(

Q−1
p 0
0 q−1

p

)
×




τ(α)ψ
(

x(α)
τ(α)

)
− τψ

(
x
τ

)− αDψ
(

x
τ

)
∆x

−α
[
ψ

(
x
τ

)−Dψ
(

x
τ

) (
x
τ

)]
∆τ

−
〈
ψ

(
x(α)
τ(α)

)
, x(α)

〉
+

〈
ψ

(
x
τ

)
, x

〉

+α
[〈

ψ
(

x
τ

)
,∆x

〉
+

〈(
x
τ

)
, Dψ

(
x
τ

) (
∆x− (

x
τ

)
∆τ

)〉]




=




Q−1
p

[
τ(α)ψ

(
x(α)
τ(α)

)
− τψ

(
x
τ

)− αDψ
(

x
τ

)
∆x− α

[
ψ

(
x
τ

)−Dψ
(

x
τ

) (
x
τ

)]
∆τ

]

q−1
p

[
−

〈
ψ

(
x(α)
τ(α)

)
, x(α)

〉
+

〈
ψ

(
x
τ

)
, x

〉

+α
[〈

ψ
(

x
τ

)
,∆x

〉
+

〈(
x
τ

)
, Dψ

(
x
τ

) (
∆x− (

x
τ

)
∆τ

)〉 ]]




(5.1)

Define

z :=
x

τ
, ∆z :=

∆x− z∆τ

τ + α∆τ
. (5.2)

Then
x(α)
τ(α)

− x

τ
=

x + α∆x

τ + α∆τ
− x

τ
= α

∆x− z∆τ

τ + α∆τ
= α∆z

holds and we obtain
x(α)
τ(α)

=
x + α∆x

τ + α∆τ
= z + α∆z.
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Using them, the first and the second parts of (5.1) are given by

Q−1
p

[
τ(α)ψ

(
x(α)
τ(α)

)
− τψ

(x

τ

)
− αDψ

(x

τ

)
∆x− α

[
ψ

(x

τ

)
−Dψ

(x

τ

)(x

τ

)]
∆τ

]

= Q−1
p [(τ + α∆τ)ψ(z + α∆z)− τψ(z)− αDψ(z)∆x− α [ψ(z)−Dψ(z)z]∆τ ]

= Q−1
p [(τ + α∆τ)ψ(z + α∆z)− (τ + α∆τ)ψ(z)− αDψ(z)(∆x− z∆τ)]

= Q−1
p [(τ + α∆τ) (ψ(z + α∆z)− ψ(z))− αDψ(z)(∆x− z∆τ)]

= Q−1
p [(τ + α∆τ) (ψ(z + α∆z)− ψ(z))− α(τ + α∆τ)Dψ(z)∆z]

= (τ + α∆τ)Q−1
p [ψ(z + α∆z)− ψ(z)− αDψ(z)∆z]

and

q−1
p

[
−

〈
ψ

(
x(α)
τ(α)

)
, x(α)

〉
+

〈
ψ

(x

τ

)
, x

〉

+α
[〈

ψ
(x

τ

)
,∆x

〉
+

〈(x

τ

)
, Dψ

(x

τ

)(
∆x−

(x

τ

)
∆τ

)〉]]

= q−1
p [−〈ψ(z + α∆z), x + α∆x〉+ 〈ψ(z), x〉+ α [〈ψ(z),∆x〉+ 〈z, Dψ(z) (∆x− z∆τ)〉]]

= q−1
p [−〈ψ(z + α∆z), x + α∆x〉+ 〈ψ(z), x〉+ α [〈ψ(z),∆x〉+ (τ + α∆τ)〈z,Dψ(z)∆z〉]]

= q−1
p [−〈ψ(z + α∆z), x + α∆x〉+ 〈ψ(z), x + α∆x〉+ α(τ + α∆τ)〈z, Dψ(z)∆z〉]

= q−1
p [−〈x + α∆x, ψ(z + α∆z)− ψ(z)〉+ α(τ + α∆τ)〈z, Dψ(z)∆z〉]

= q−1
p [−〈x + α∆x, ψ(z + α∆z)− ψ(z)〉+ α〈x + α∆x,Dψ(z)∆z〉
−α〈x + α∆x,Dψ(z)∆z〉+ α(τ + α∆τ)〈z, Dψ(z)∆z〉]

= q−1
p [−〈x + α∆x, ψ(z + α∆z)− ψ(z)− αDψ(z)∆z〉
−α(τ + α∆τ)〈z + α∆z, Dψ(z)∆z〉+ α(τ + α∆τ)〈z, Dψ(z)∆z〉]

= q−1
p [−〈x + α∆x, ψ(z + α∆z)− ψ(z)− αDψ(z)∆z〉
−α2(τ + α∆τ)〈∆z,Dψ(z)∆z〉]

= −(τ + α∆τ)q−1
p

[〈z + α∆z, ψ(z + α∆z)− ψ(z)− αDψ(z)∆z〉+ α2〈∆z,Dψ(z)∆z〉] .

Therefore, we see that

x̃H(α) ◦H d̃H(α)

= (x̃H + α∆̃xH) ◦H

[
ψ̃H(x̃H(α))− ψ̃H(x̃))− αDψ̃H(x̃H)∆x̃H

]

=




Qp(x + α∆x) ◦ [
(τ + α∆τ)Q−1

p [ψ(z + α∆z)− ψ(z)− αDψ(z)∆z]
]

qp(τ + α∆τ)
[−(τ + α∆τ)q−1

p [〈z + α∆z, ψ(z + α∆z)
−ψ(z)− αDψ(z)∆z〉+ α2〈∆z, Dψ(z)∆z〉]]




=
(

(τ + α∆τ)2Qp(z + α∆z) ◦ [
Q−1

p [ψ(z + α∆z)− ψ(z)− αDψ(z)∆z]
]

−(τ + α∆τ)2
[〈z + α∆z, ψ(z + α∆z)− ψ(z)− αDψ(z)∆z〉+ α2〈∆z, Dψ(z)∆z〉]

)

= (τ + α∆τ)2
(

Qp(z + α∆z) ◦ [
Q−1

p [ψ(z + α∆z)− ψ(z)− αDψ(z)∆z]
]

− [〈z + α∆z, ψ(z + α∆z)− ψ(z)− αDψ(z)∆z〉+ α2〈∆z, Dψ(z)∆z〉]
)

= (τ + α∆τ)2
(

(z̃ + α∆̃z) ◦
[
ψ̃(z̃ + α∆̃z)− ψ̃(z̃)− αDψ̃(z̃)∆̃z

]

− [〈z + α∆z, ψ(z + α∆z)− ψ(z)− αDψ(z)∆z〉+ α2〈∆z,Dψ(z)∆z〉]
)
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and that

‖x̃H(α) ◦H d̃H(α)‖2F
= (τ + α∆τ)4

[∥∥∥(z̃ + α∆̃z) ◦
[
ψ̃(z̃ + α∆̃z)− ψ̃(z̃)− αDψ̃(z̃)∆̃z

]∥∥∥
2

F

+
(〈z + α∆z, ψ(z + α∆z)− ψ(z)− αDψ(z)∆z〉+ α2〈∆z, Dψ(z)∆z〉)2

]

≤ (τ + α∆τ)4
[∥∥∥(z̃ + α∆̃z) ◦

[
ψ̃(z̃ + α∆̃z)− ψ̃(z̃)− αDψ̃(z̃)∆̃z

]∥∥∥
2

F

+
(|〈z + α∆z, ψ(z + α∆z)− ψ(z)− αDψ(z)∆z〉|+ ∣∣α2〈∆z, Dψ(z)∆z〉∣∣)2

]

≤ (τ + α∆τ)4
[∥∥∥(z̃ + α∆̃z) ◦

[
ψ̃(z̃ + α∆̃z)− ψ̃(z̃)− αDψ̃(z̃)∆̃z

]∥∥∥
2

F
(5.3)

+
(√

r ‖(z + α∆z) ◦ [ψ(z + α∆z)− ψ(z)− αDψ(z)∆z]‖F +
∣∣α2〈∆z, Dψ(z)∆z〉

∣∣)2
]

where the last inequality follows from the fact

|〈u, v〉| = |〈e, u ◦ v〉| ≤ ‖e‖F‖u ◦ v‖F =
√

r‖u ◦ v‖F.

Since Assumption 1.2 holds, we have

∥∥∥(z̃ + α∆̃z) ◦
[
ψ̃(z̃ + α∆̃z)− ψ̃(z̃)− αDψ̃(z̃)∆̃z

]∥∥∥
2

F
≤ α4θ2〈∆̃z,Dψ̃(z̃)∆̃z〉2,

‖(z + α∆z) ◦ [ψ(z + α∆z)− ψ(z)− αDψ(z)∆z]‖F ≤ α2θ〈z, Dψ(z)∆z〉
= α2θ〈∆̃z, Dψ̃(z̃)∆̃z〉.

Therefore, by (5.3), it holds that

‖x̃H(α) ◦H d̃H(α)‖2F
≤ (τ + α∆τ)4

[
α4θ2〈∆̃z,Dψ̃(z̃)∆̃z〉2 +

(√
rα2θ〈∆̃z, Dψ̃(z̃)∆̃z〉+

∣∣α2〈∆z, Dψ(z)∆z〉
∣∣
)2

]

≤ (τ + α∆τ)4
[
α4θ2〈∆̃z, Dψ̃(z̃)∆̃z〉2 +

(
(
√

r θ + 1)α2
∣∣∣〈∆̃z, Dψ̃(z̃)∆̃z〉

∣∣∣
)2

]

= (τ + α∆τ)4
[
α4θ2〈∆̃z, Dψ̃(z̃)∆̃z〉2 + (

√
r θ + 1)2α4〈∆̃z,Dψ̃(z̃)∆̃z〉2

]

≤ (τ + α∆τ)4
[
(2
√

r θ + 1)2α4〈∆̃z, Dψ̃(z̃)∆̃z〉2
]
. (5.4)

By (iv) of Lemma 2.2, the definition (5.2) of ∆z and (iv) of Lemma 3.2, we see that

〈∆xH, DψH(xH)∆xH〉H = (τ + α∆τ)2〈∆z,Dψ(z)∆z〉 = (τ + α∆τ)2〈∆̃z, Dψ̃(z̃)∆̃z〉. (5.5)

Thus, by (5.4) and (5.5), we obtain

‖x̃H(α) ◦H d̃H(α)‖F ≤ (2
√

r θ + 1)α2〈∆xH, DψH(xH)∆xH〉H

which completes the proof of the theorem.
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6 Step Sizes

In this section, we determine a range of step sizes for which the next iterate stays in the
neighborhoods (1.11). Similarly as in Sections 3 and 4, we use the symbols x, y, ψ, 〈·, ·〉 to
denote xH, yH, ψH, 〈·, ·〉H.

Again, we introduce some useful results in [22].

Proposition 6.1 (Lemma 14, Proposition 29 and Lemma 30 (with its proof)
of [22]).

(i) Let x, y ∈ V . λmin(x + y) ≥ λmin(x)− ‖y‖F, λmax(x + y) ≤ λmax(x) + ‖y‖F.

(ii) NF(β), N2(β) and N−∞(β) are scaling invariant, i.e., (x, y) in the neighborhood if and
only if (x̃, ỹ) in the neighborhood.

(iii) If x, y ∈ intK operator commute then w := Qx1/2y = x ◦ y.

(iv) If x, y ∈ intK then ‖x ◦ y − µe‖F ≥ ‖w − µe‖F.

(v) If x, y ∈ intK then λmin(x ◦ y) ≤ λmin(w).

Using the above proposition, we show the theorem below:

Theorem 6.2. Let β ∈ (0, 1) and 1 − η − γ = 0. Suppose that ψ : K → V satisfies
Assumption 1.2. Define

ᾱ :=
βγµ

(2 + 2
√

r θ)‖∆̃x‖F‖∆̃y‖F

.

Then

(i) If (x, y) ∈ NF(β) then (x(α), y(α)) ∈ NF(β) for any 0 ≤ α ≤ ᾱ.

(ii) If (x, y) ∈ N2(β) then (x(α), y(α)) ∈ N2(β) for any 0 ≤ α ≤ ᾱ.

(iii) If (x, y) ∈ N−∞(β) then (x(α), y(α)) ∈ N−∞(β) for any 0 ≤ α ≤ ᾱ.

Proof. Since (x̃(0), ỹ(0)) = (x̃, ỹ) ∈ intK × intK and the function (x̃(α), ỹ(α)) is continuous
with respect to α, there exists

α∗ := sup {α̂ ∈ (0, 1] | (x̃(α), ỹ(α)) ∈ intK × intK, ∀α ∈ [0, α̂)} > 0.

Define
w̃(α) := Qx̃(α)1/2 ỹ(α), µ(α) := 〈x̃(α), ỹ(α)〉/(r + 1)

for α ∈ [0, α∗).
By (ii) of Proposition 6.1, it is enough to show that for eachN (β) ∈ {NF(β),N2(β),N−∞(β)},

if (x̃, ỹ) ∈ N (β) then (x̃(α), ỹ(α)) ∈ N (β) for any α ∈ [0, ᾱ].
Since x̃ and ỹ operator commute (cf. (1.6)) and we set 1− η− γ = 0, by Lemma 3.6, (ii)

of Lemma 3.5 and (iii) of Proposition 6.1, we have

x̃(α) ◦ ỹ(α)− µ(α)e

= (1− α)x̃ ◦ ỹ + αγµe + α2∆̃x ◦ ∆̃y + x̃(α) ◦ d̃(α)− {1− α(1− γ)}µe

= (1− α) (x̃ ◦ ỹ − µe) + α2∆̃x ◦ ∆̃y + x̃(α) ◦ d̃(α)

= (1− α) (w̃ − µe) + α2∆̃x ◦ ∆̃y + x̃(α) ◦ d̃(α)



330 AKIKO YOSHISE

and

‖x̃(α) ◦ ỹ(α)− µ(α)e‖F ≤ (1− α)‖w̃ − µe‖F + α2‖∆̃x ◦ ∆̃y‖F + ‖x̃(α) ◦ d̃(α)‖F

≤ (1− α)‖w̃ − µe‖F + α2‖∆̃x‖F‖∆̃y‖F + ‖x̃(α) ◦ d̃(α)‖F

≤ (1− α)‖w̃ − µe‖F + α2
(
1 + (2

√
r θ + 1)

) ‖∆̃x‖F‖∆̃y‖F

= (1− α)‖w̃ − µe‖F + α2(2 + 2
√

r θ)‖∆̃x‖F‖∆̃y‖F

where the second inequality follows from the fact that ‖u ◦ v‖F ≤ ‖u‖F‖v‖F holds for any
u, v ∈ V (cf. Lemma 2.9 of [20]) and the last inequality follows from Theorem 5.1, Lemma
3.4 and 1− η− γ = 0. Since if (x, y) ∈ NF(β) then (x̃, ỹ) ∈ NF(β) by (ii) of Proposition 6.1,
this yields that

‖x̃(α) ◦ ỹ(α)− µ(α)e‖F ≤ (1− α)βµ + α2(2 + 2
√

r θ)‖∆̃x‖F‖∆̃y‖F.

So, by (ii) of Lemma 3.5 and by 1− η − γ = 0,

‖x̃(α) ◦ ỹ(α)− µ(α)e‖F ≤ βµ(α)

holds if
(1− α)βµ + α2(2 + 2

√
r θ)‖∆̃x‖F‖∆̃y‖F ≤ β{1− α(1− γ)}µ

or equivalently,

0 ≤ α ≤ βγµ

(2 + 2
√

r θ)‖∆̃x‖F‖∆̃y‖F

=: ᾱ.

By a similar discussion to the proof of Lemma 32 of [22], we can see that for any α ∈ [0, ᾱ],
x̃(α) and ỹ(α) are positive definite and ᾱ ∈ (0, α∗). Thus, by (iv) and (ii) of Proposition
6.1, we have (x(α), y(α)) ∈ NF(β) for α ∈ [0, ᾱ].

Similarly,

λmin (x̃(α) ◦ ỹ(α)− µ(α)e)

≥ λmin ((1− α) (x̃ ◦ ỹ − µe))− α2‖∆̃x ◦ ∆̃y‖F − ‖x̃(α) ◦ d̃(α)‖F

(by Lemma 3.6 and (i) of Proposition 6.1 )

≥ (1− α)λmin (x̃ ◦ ỹ − µe)− α2‖∆̃x‖F‖∆̃y‖F − ‖x̃(α) ◦ d̃(α)‖F

≥ (1− α)λmin (x̃ ◦ ỹ − µe)− α2(2 + 2
√

r θ)‖∆̃x‖F‖∆̃y‖F

(by Theorem 5.1, Lemma 3.4 and 1− η − γ = 0)

= (1− α)λmin (w̃ − µe)− α2(2 + 2
√

r θ)‖∆̃x‖F‖∆̃y‖F

(by (iii) of Proposition 6.1)

and by the same discussion we have

λmax (x̃(α) ◦ ỹ(α)− µ(α)e) ≤ (1− α)λmax (w̃ − µe) + α2(2 + 2
√

r θ)‖∆̃x‖F‖∆̃y‖F.

Therefore, by (ii) of Proposition 6.1, if (x, y) ∈ N−∞(β) then

λmin (x̃(α) ◦ ỹ(α)− µ(α)e) ≥ −(1− α)βµ− α2(2 + 2
√

r θ)‖∆̃x‖F‖∆̃y‖F,
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holds, and if (x, y) ∈ N2(β) then

λmin (x̃(α) ◦ ỹ(α)− µ(α)e) ≥ −(1− α)βµ− α2(2 + 2
√

r θ)‖∆̃x‖F‖∆̃y‖F and

λmax (x̃(α) ◦ ỹ(α)− µ(α)e) ≤ (1− α)βµ + α2(2 + 2
√

r θ)‖∆̃x‖F‖∆̃y‖F

hold. Since α ∈ [0, ᾱ] implies

(1− α)βµ + α2(2 + 2
√

r θ)‖∆̃x‖F‖∆̃y‖F ≤ β{1− α(1− γ)}µ,

it follows from (ii) of Lemma 3.5 and (iv) and (ii) of Proposition 6.1 that (x(α), y(α)) ∈ N2(β)
if (x, y) ∈ N2(β), and (x(α), y(α)) ∈ N−∞(β) if (x, y) ∈ N−∞(β) for α ∈ [0, ᾱ].

7 Homogeneous Algorithms and Their Complexity Bounds

Here, we give a detailed description of the homogeneous algorithms:

Input 1. Choose ε > 0 and β ∈ (0, 1).

2. Choose the neighborhood N (β) ∈ {NF(β), N2(β), N−∞(β)}.
3. Set γ := 1 − 1/

√
r + 1 if N (β) = NF(β), and set γ := 1/2 if N (β) = N2(β) or

N (β) = N−∞(β).

4. Set η = 1− γ.

5. Let k := 0. Let (x(0)
H , y

(0)
H ) := (eH, eH) ∈ N (β) be the initial point. Let µ(0) :=

〈x(0), y(0)〉H/(r + 1) = 1.

begin

while µ
(k)
H > ε do

1. Set (xH, yH) := (x(k)
H , y

(k)
H ) and µH := µ

(k)
H .

2. Choose a scaling element p ∈ P(xH, yH) and compute (x̃, ỹ) by (1.6).
3. Compute the Newton direction (∆xH,∆yH) by solving the scaled Newton sys-

tem (1.8) and applying the inverse scaling (1.7).
4. Choose the largest step-size α̃ ∈ (0, 1] such that (xH(α), yH(α)) ∈ N (β) where

xH(α) and yH(α) are defined by (1.10).

5. Set (x(k+1)
H , y

(k+1)
H ) := (xH(α̃), yH(α̃)) and µ

(k+1)
H := 〈x(k+1)

H , y
(k+1)
H 〉H/(r + 1).

k := k + 1.

end

end.

Theorem 7.1. Suppose that ψ : K → V satisfies Assumption 1.2, and that the condition
number

√
KG (see (4.1) for the definition of KG) can be bounded from above by κ < ∞ for

all iterations of the algorithm.

(i) The short-step algorithm terminates in O (
κ
√

r(1 +
√

r θ) log ε−1
)

iterations.

(ii) The semi-long-, and long-step-algorithms terminate in O (
κr(1 +

√
r θ) log ε−1

)
itera-

tions.
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Proof. Since 1− η− γ = 0 holds in the algorithm, by Lemma 3.5 and the definition of µ, we
have

µ(k+1) ≤ {1− α̃(1− γ)}µ(k). (7.1)

First we analyze the algorithm using the neighborhood N (β) = NF(β). Theorems 6.2 and
4.7 and the assumption

√
KG ≤ κ ensure that

α̃ ≥ ᾱ :=
βγµ

(2 + 2
√

r θ)‖∆̃x‖F‖∆̃y‖F

≥ βγ

(2 + 2
√

r θ)
2(1− β)

κ{β2 + (1− γ)2(r + 1)} .

Since we set 1− γ = 1/
√

r + 1, γ ≥ 1/4 holds, it follows from (7.1) that

µ(k+1) ≤
{

1− β(1− β)√
r + 1(4 + 4

√
r θ)κ(β2 + 1)

}
µ(k).

Since µ(0) = 1, the algorithm terminates after O (
κ
√

r(1 +
√

r θ) log ε−1
)

number of itera-
tions.

Similarly, if we use N (β) = N2(β) or N (β) = N−∞(β) then

α̃ ≥ ᾱ :=
βγµ

(4 + 4
√

r θ)‖∆̃x‖F‖∆̃y‖F

≥ βγ

(4 + 4
√

r θ)
2(1− β)

κ(r + 1) {(1− 2γ)(1− β) + γ2} .

Since γ = 1/2 in these cases,

µ(k+1) ≤
{

1− β(1− β)
(1 +

√
r θ)κ(r + 1)

}
µ(k)

holds and the algorithm terminates after O (
κr(1 +

√
r θ) log ε−1

)
number of iterations.

Remark 7.2. Note that our homogeneous algorithm does not take the feasibility of (x(k)
H , y

(k)
H )

into account, but the obtained (x(k)
H , y

(k)
H ) will be sufficiently feasible. In fact, by (i) of Lemma

3.5 with η = 1− γ and the same discussion as in the proof of Theorem 7.1, we can see that

‖s(k)
H ‖F = ‖y(k)

H − ψH(x(k)
H )‖F ≤ ε

holds after O (
κr(1 +

√
r θ) log ε−1

)
number of iterations.

By Lemma 4.5 and the above theorem, we obtain the following corollary.

Corollary 7.3. Suppose that ψ : K → V satisfies Assumption 1.2. Suppose that we use the
NT, xy or yx method for determining the search direction. Then the number of iterations
of each homogeneous algorithm is bounded as follows:
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NT method xy or yx method

Short-step using NF(β) O (√
r(1 +

√
r θ) log ε−1

) O (√
r(1 +

√
r θ) log ε−1

)

Semi-long-step using N2(β) O (
r(1 +

√
r θ) log ε−1

) O (
r(1 +

√
r θ) log ε−1

)

Long-step using N−∞(β) O (
r(1 +

√
r θ) log ε−1

) O (
r1.5(1 +

√
r θ) log ε−1

)

8 Concluding Remarks

In this paper, we provided a class of homogeneous algorithms for monotone complementarity
problems (CPs) based on the homogeneous model in [24]. The algorithms (a) start from
an infeasible interior point, (b) use the commutative class of search directions including
the xy, the yx and the Nesterov and Todd (NT) directions, and (c) use the NF, N2 and
N−∞ neighborhoods. To analyze their iteration complexity, a scaled Lipschitz property of
the function ψ over intK and an associated parameter θ ≥ 0 have been introduced. We
showed that the scaled Lipschitz property of the function ψ is inherited by the homogeneous
function ψH with the same order of θ. We also showed that the curve search technique for
various problems over nonnegative orthants (cf. [15, 19, 25]) can be extended to CPs over
symmetric cones. Consequently, we derived polynomial iteration-complexity bounds of the
algorithms which are the best obtained so far when the function ψ is affine.
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