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Abstract: We establish for L'—data, existence, uniqueness and continuous dependence results to the
obstacle problem for nonlinear elliptic equations with variable exponent, where the variable exponent is
supposed only measurable. Other classical results about stability properties of the corresponding coincidence
set and the Lewy-Stampacchia inequalities are presented.
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Introduction

In this paper, we consider the obstacle problem with L'—data associated with a nonlinear
elliptic differential operator in divergence form of p(.)-Laplacian type

Au = —div(a(z, Vu)),

on a bounded domain Q ¢ RY, N > 1.

The theory of variational inequalities to which obstacle problems belong has been widely
studied in the classical context of data in W~12'(€). Indeed, if we consider for example,
the obstacle problem associated with a nonlinear elliptic differential operator A of monotone
type, mapping W, ?(Q), p > 1, into its dual W17 (Q), for any datum f € W17 (Q), the
unilateral problem relative to A, f and the obstacle ¥ is the problem of funding a function
u such that

u e WyP(Q),u >
(Au,v —u) > (f,v —u)
Yo € Wyt ()0 > 9.

In the case of quasilinear operators in divergence form of p(.)-Laplacian type that we consider
in this paper, the classical obstacle problem can be formulated, using the duality pairing
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128 S. OUARO AND S. TRAORE
between Wo) () and W12 ()(Q), in terms of variational inequality
u € Ky :/a(m,Vu).V(v—u)dajz (fiv—u), Yve Ky (1.1)
Q
whenever f € W27 ()(Q) and the convex subset
Ky = {1} € Wol’p(‘)(Q) tv > ae. in Q} (1.2)
is nonempty.
As in the case of constant exponent p, for f € L(2) and 1 < p(.) < N, both sides
of inequality (1.1) may have no meaning, so we are led, following [2, 4], to extend the

formulation of the unilateral problem by replacing v — u by its truncation T;(v — u), for
every level t > 0, where T is defined by

T:(s) := max {—t,min{t,s}}, s € R;

and then, we may use the notion of entropy solution introduced in [2] for L!-data.
In [15], the authors have considered the same problem as in the paper under the following
assumptions on the vector field a(.,.) and on the exponent p(.):

ax,€)-€ > algf' (13)
a.e. = € Q, for every £ € RV, where « is a positive constant;

la(z,€)] < y(j(z) + €D, (1.4)

a.e. z € Q, for every £ € RN, where j is a nonnegative function in L?'()(Q) and v > 0;

(a(z, &) —alx,n)).(€ —n) >0, (1.5)

a.e. x €, for every £, £ € RN with € # ¢'.
The exponent p(.) : @ — R is a measurable function such that

p() e Wh®(Q)and 1 <p_ <p, <N, (1.6)
where p_ := ess inép(x) and py := esssup p(z) and N the dimension of the domain.
z€ e

The Lipschitz condition in (1.6) allowed them in particular to exploit some embedding
theorems and also to perform some estimates needed since they can differentiate the exponent
p(.). For the assumptions (1.3)-(1.6), they allowed in particular Sanchon and Urbano in [18]
to exploit the arguments in [8, Theorem 4.2] for the study of existence of entropy solution
of the problem

—div(a(xz,Vu)) = f in Q
(1.7)
u =0 on 0L,

where f € L'(Q); by using the classical approximation method. Note that the work in [16]
is a direct consequence of [18]. But in [8], the authors studied

—div(|Vul'"™ 2 Vu) = f in Q
(1.8)
u=0 on 01,
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where f € L>°(Q); and as one can see, problem (1.8) is a particular case of (1.7), and the
use of the existence and uniqueness result in [8, Theorem 4.2] for the approximation method
in the study of (1.7) seem not very clear. To avoid this lack of clarity in [18], we have made
some additionnal assumptions on the vector field a in other to study the existence result
of (1.7) (see [15] for more details) that we will present later. The interest of this work is
that in general, the study of problem with variable exponent are made for a continuous
variable exponent in order to exploit some continuous or compactly embedding results (as
in the constant exponent case) but in this paper we show that results in [16] still holds for
a variable exponent only measurable. It is well known that if p(.) is not continuous, the

generalized Sobolev space WP()(Q) is not embedded in LP"()(Q), where p*(.) = ]\],V_ng())
is the variable Sobolev exponent (see [11, Ex. 3.2]). The novelty of this paper is on the
assumption of the exponent p(.) which is assumed only measurable.

The Lewy-Stampacchia inequalities was firstly proved by Lewy and Stampacchia [12] in
the case of the obstacle problem for the Laplace operator. It was then extended by many
authors to the case of linear and nonlinear elliptic operators and became a powerful tool
for proving existence and regularity results, giving rise to numerous papers, some reference
of which can be found e.g. in the book of Troianiello [19] and Rodrigues et al [16]. We
show that the Lewy-Stampacchia inequalities still holds in the context of assumption on the
exponent p(.).

The paper is divided into four Sections. In Section 2, we introduce the assumptions and
state the main results. In Section 3, we prove the existence and uniqueness of an entropy
solution and its continuous dependence with respect to the data. Finally, in Section 4, we
show that Lewy-Stampacchia inequalities and the stability of the coincidence sets to the
context of entropy solutions and an exponent p(.) only measurable holds true.

Assumptions, Preliminaries and Main Results

In this paper, we study the obstacle problem with less regularity on the variable exponent
p(.), more precisely, we assume that

p(.) is a measurable function such that
(2.1)
1<p_ <py < +oo.

For the vector fields a(., .), we assume that a(x, ) : QxRN — R is the continuous derivative
with respect to & of the mapping A : @ x RN — R, A = A(z,€), ie. a(z,§) = VeA(z,€)
such that:
The following equality holds

A(z,0) =0, (2.2)

for almost every z € (.
There exists a positive constant C7 such that

la(z,9)| < Ca(j(a) + &) (2.3)
for almost every = € € and for every £ € R, where j is a nonnegative function in Lp'(‘)(Q),

with 1/p(x) + 1/p'(x) = 1.
The following inequality holds

(a(z,§) —a(z,n)). (£ —=n) >0 (2.4)
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for almost every = € Q and for every &, € RV, with £ # 1.
The following inequalities holds true

€7 < a(x,€).€ < p(x)A(z, €) (2.5)

for almost every = € Q and for every £ € RV,

Those assumptions allow us to exploit minimax theory for the question of existence of
weak energy solution of the problems (1.7) (cf. [15]) in the context of assumption (2.1).
As examples of models with respect above assumptions for problem (1.7), we can give the
following:

(i) Set A(z, &) = (1/p(x)) |£\p(x), a(z,§) = |£\p(x)_2£ where p(z) > 2. Then we get the
p(x)-Laplace operator
div(|VulP 72 Tu).

(i) Set A.6) = (o) |(1+168)" 1] ate.9) = (14168

p(x) > 2. Then we obtain the generalized mean curvature operator

(p(2)=2)/2
div ((1 + |Vu|2> w) .

As the exponent p(.) appearing in (2.3) and (2.5) does not need to be constant but may
depend on the variable x, we must work with Lebesgue and Sobolev spaces with variable
exponent.

We define the Lebesgue space with variable exponent LP() () as the set of all measurable
function u : 2 — R for which the convex modular

Pp() () := / Juf”™ dz
Q
is finite. If the exponent is bounded, i.e., if py < +00, then the expression

uly() =inf {A>0:pp)(u/A) <1}

(p()—2)/2
) &, where

defines a norm in LP()(Q), called the Luxembourg norm. The space (LP()(Q), lpcy) is @

separable Banach space. Moreover, if p_ > 1, then Lp(')(Q) is uniformly convex, hence
reflexive, and its dual space is isomorphic to L () (), where ﬁ + ﬁ = 1. Finally, we
have the Holder type inequality:

1 1
/qudm < (p + p’_) [ulpy V] s (2.6)

for all v € Lp(')(Q) and v € LP’(»)(Q)_
Now, let

WirO Q) = {u e LPO(Q) : |Vu| € LP(')(Q)} :
which is a Banach space equipped with the norm
||U‘H1,p(.) = |u|p(,) + ‘vu|p(4) .
Next, we define Wol’p(')(Q) as the closure of C§°(Q) in WHP()(Q) under the norm

[Jul| := Wu‘p(,)-
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The space (Wol’p(')(ﬂ), ||u||) is a separable and reflexive Banach space.

An important role in manipulating the generalized Lebesgue-Sobolev spaces is played by
the modular p,,() of the space LrO(Q).
We have the following result (cf. [9]):

Lemma 2.1. Ifu,,u € LP)(Q) and p; < +oo then the following relations holds true:

() Julyy > 1= lulpy < ppoy(u) < Julpfy;

(i) Julyy <1 = Julply < ppy(w) < lulyg);

(ili) fulppe) () <1 (respectively =1;> 1) < p(u) <1 (respectively = 1;> 1);
(iv) |un|pocr (@) — 0 (respectively — +00) < p(un) — 0 (respectively — +00);

) p (0 Jul o) = 1

The resulting notion of entropy solution for the obstacle problem is made precise in the
following definition.

Definition 2.2. An entropy solution of the obstacle problem for {f,:} is a measurable
function w such that u > ¢ a.e. in Q, and, for every ¢ > 0, T3 (u) € Wol’p(')(Q) and

/ a(z, Vu). VT (o — u)dx > / fTi(p — u)de, (2.7) .0
Q Q

for all ¢ € ICyy N L=().

In this paper, concerning the right hand side of (2.7) ., and the obstacle 1), we make the
following assumptions:

FeLNQ), v e WPO(Q), and ¥t € WP (Q) N L®(Q). (2.8)

In particular, the last assumption guarantees that ICy, N L>°(£2) # 0.

Our first result concerns the existence and uniqueness of an entropy solution in the sens
of definition 2.2, to the obstacle problem. We recall from [15, 18] that it is still possible, as
in the case of a constant p (cf. [2]), to define the weak gradient of a measurable function u
such that T (u) € WO1 P (')(Q), for all t > 0. In fact, there exists a unique measurable vector
field v : Q — RY such that

UX{lu|<t} = VT¢(u) for a.e. x € Q, and for all £ > 0,

where yp denotes the characteristic function of a measurable set B. Moreover, if u belongs
to VVO1 ’1((2)7 then v coincides with the standard distributional gradient of u

Theorem 2.3. Assume (2.1)-(2.5) and (2.8). Then there exists a unique entropy solution
u to the obstacle problem (2.7)f .

Now, consider a sequence { fy, ¢y}, and the corresponding obstacle problems (2.7)y, .-
The next result states that, under adequate assumptions, the limit of an entropy solution
Up, of (2.7)y, v, is the solution of the limit obstacle problem (2.7) .
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Theorem 2.4. Let {fn,¥n}, be a sequence in L'(Q) x WHPO(Q). Assume (2.1)-(2.5),

(2.8) and that 1, € Wol’p(')(Q) N L>®(Q), for all n. Let u, be the entropy solution of the
obstacle problem (2.7)y, v, If

fu — fin LNQ) and b, — 1 in WHPO(Q), (2.9)

then
Up — U N MEasure,

where u is the unique entropy solution of the obstacle problem (2.7) ..

We also show that the so-called Lewy-Stampacchia inequalities and their consequences
as the stability of coincidence set, the L!—contraction property for the obstacle problem
holds true.

Theorem 2.5. Assume (2.1)-(2.5), (2.8) and A € L*(2). Let u be the entropy solution
of the obstacle problem (2.7)¢.. Then Au € LY(Q) and the following Lewy-Stampacchia
inequalities holds

f<Au< f+ (A — )T, ae in Q. (2.10)

Using the Lewy-Stampacchia inequalities and showing that Au = f, a.e. in {u > ¢}, we
show that the entropy solution of (2.7),, satisfies an equation involving the coincidence set

fu=1v).

Theorem 2.6. Assume (2.1)-(2.5), (2.8) and Ay € L*(Q). The entropy solution u of the
obstacle problem (2.7) ;. satisfies the equation

Au — (AY — f)xqu=y} = [, a.e. in Q. (2.11)

Note that (2.10) and (2.11) imply, in particular,

(A = [)Xquzpr = (A = )T Xfuzypy}, a.e. in Q.

The next result concerns the convergence of the coincidence set of a sequence of entropy
solutions to the limit coincidence set.

Theorem 2.7. Under the assumptions of Theorem 2.4, assume that
Atpp, — A in LN(Q) and AY # f, a.e. in Q.

Then
Xfun=tn} — Xfu=y} 1 LI(Q), (2.12)
for all1 < q < 4o0.

Finally, we obtain an L'-contraction property for the obstacle problem and an estimate
for the stability of two coincidence sets I; and I in terms of their symetric difference

L+ 1r:= (11\12) @] (IQ\Il) .

Theorem 2.8. Assume (2.1)-(2.5), let f1, fo € LY(Q), ¢ satisfy (2.8) and Ay € L'(Q).
Let w1 and us be the entropy solutions of the obstacle problems (2.7)f 4 and (2.7) .4,
respectively. If & := f; — Au;, i = 1,2, then

& = &lly < Ifs = Lol - (2.13)
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If, in addition, the non-degeneracy condition
fi— AP < —=A<0, a.e inD, i=1,2, (2.14)
holds in a measurable subset D C Q, then, for I := {u; = ¢},

1
meas((I; ~ Is) N D) < X | f1 — fall; - (2.15)
Existence, Uniqueness and Continuous Dependence of Entropy

Solutions

We first give a priori estimates results in Lebesgue and Sobolev spaces with variable expo-
nent for an entropy solution of the obstacle problem.

Lemma 3.1. Assume (2.1)-(2.5), (2.8) and let p € KyNL>®(Q). If u is an entropy solution
of the variational inequality (2.7) ¢,y then

/{| - VulP® da < C((t+ llelloo) £ +/Q(|v(p|l7(w) b @)dr),  (3.1)
u|<t

for allt > 0, where C is a constant depending only on Cy and p(.).
Proof. Take ¢ € ICyy N L*°(R2) in the variational inequality (2.7)y . to obtain

/ a(z,Vu).V(u— p)dz < / fTi(u—p)dz <t|fl,,
{lu—p|<t} Q2

for all ¢t > 0.
On the other hand, by assumptions (2.3), (2.5) and Young’s inequality, we have, for all
t>0,

/ a(z, Vu).V(u — p)dx > / |VulP™) do—
{lu—pl|<t}

{lu—p|<t}

_ 1
Cy / (@) + |[VuP@ ) |Vl do > — VuP® - (32)
{lu—p|<t} P+ J{ju—p|<t}

C [ (V"™ + j(z)” ®))de,
Q

where C is a constant depending only on C; and p(.).
Now, from (3.1) and (3.2), we obtain

[ v dn < ptlfl € [ (Ve ) ),
{lu—pl<t} Q

for all ¢ > 0. Replacing ¢ with ¢ + ||¢]|| , in the last inequality, we get

/ VP da < / (V"™ da <
{Jul<t} {lu—gl<t+llell. }

C((t+ le\oo)l\flll+/Q(\V<p|p(””)+j(w)”/‘“)dw)7

for all t > 0. O
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Lemma 3.2. Assume (2.1)-(2.5), (2.8) and let p € KyNL>®(Q). If u is an entropy solution
of the variational inequality (2.7)s. then

/ VT () do < M(1+1)
{lu|<t}

for every t > 0, with M a positive constant. More precisely, there exists D > 0 such that

2
meas {|u| >t} < Dp*%.

Proof. By Lemma 3.1, we have

/ VT, () P@ da = / V@ do <
{lul<t}

{lu|<t}
C((t+ el o) 11l + /Q (IVelP™ + j(2)P @)dz) < M(1+1),
since f € LY(Q), ¢ € L®(Q) N WP (Q), j € LF'O(Q).

/ VT (u) P dor < M(14t) = VT, (w)[P~ dz < C(2 + ).
{lul<t} {lul<t}

By Poincaré inequality in constant exponent, we obtain

1
HTt(u)”L”* () § D(2 +t)p* .

The above inequality imply that
/ |T;(w)|P~ do < DP- (2 + 1),
Q

from which we obtain

2+t

meas {|u| >t} < DP- .

O

Lemma 3.3. Assume (2.1)-(2.5), (2.8) and let ¢ € Ky NL>(Q). If u is an entropy solution
of the variational inequality (2.7)¢. and if there exists a positive constant M such that

/ 1@ de < M, for allt > 0, (3.3)

{lul>t}

then there exists a constant C, depending only on C1 and p(.), such that

) 0 < O+ el I+ [ (967 + 50 ) da) + M + meas(@),
{IVu|*©O>t} Q

for allt > 0, where a(.) :==p(.)/(q(.) + 1).
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Proof. Define v := T;(u)/t. From Lemma 3.1, we have

M,

1
/ @1 7P dy = — / VT ()P da < My 4+ =2,
Q tJa t

for all £ > 0, where My := C || f||, and My := C(llgll, [ £ll; + oIVl + ji()? @)dz),
for a constant C' depending only on C; and p(.).
Using the above inequality, the definition of «(.) and (3.3), we obtain

/ 1) dg < / 1@ dg: +/ 1@ dg <
{Ivul*) >t} {IVul*O>t}n{|ul<t} {|ul>t}

p(z)
a(z) \ al@) 1
/ st VUl do+ M < 7/ VT, (w)|P) da + M
{Jul<t} ¢ tJ{jul<ty

< C((1+ lelloo) £l + /Q (V"™ + j(2)? @)dz) + M

for all ¢ > 1, where C' is a constant depending only on Cy and p(.). Noting that

/ 1@ dg < meas(Q), for all ¢ < 1.
{IVul*O>t}

The Proof is then complete. O

In what follows, we prove the existence and uniqueness of an entropy solution to the
obstacle problem (2.7).. We also prove the continuous dependence of the solution with
respect to the right-hand side f and the obstacle 1. We start by proving that a sequence
{un},, of entropy solutions of the obstacle problems (2.7)y, ., converges in measure to a
measurable function u. We also show that the sequence of weak gradients {Vu,, },, converges
in measure to Vu, the weak gradient of u.

Proposition 3.4. Let {f,, ¥}, be a sequence in L*(Q) x WP (Q). Assume (2.1)-(2.5),

(2.8) and that ¥} € Wol’p(')(Q) N L (), for all n. Let u, be an entropy solution of the
obstacle problem (2.7)y, v.- If

fu — fin LNQ) and b, — ¢ in WHPO(Q), (3.4)

then the following assertions hold:

(i) There exists a measurable function u such that u, — u in measure.
(ii) Vu, converges in measure to Vu, the weak gradient of u.

(iii) a(zx, Vu,) converges to a(z,Vu), strongly in (L*(Q))V.
(

iv) a(z, Vu) € (LPO(Q))VN.
Proof. Let ¢ € KyNL>®(Q), e.g. ¢ = ¢, and note that ¢, := ¢+ (Y, —¢)" € L>®(Q) since

¢ € L*>(Q) and 1, is bounded above as ¢} € L>(Q). In particular, ¢, € Ky, N L2(Q).
Moreover, by (3.4), there exists a constant C, independent of n, such that

[fnlly < CUAL +1); llenlle < Clllell +1) (3.5)
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and

/Q IVon|P™) da < C ( /Q IV P™ da + 1) , (3.6)

for all n.
(i) Let s, t, and € be positive numbers. Noting that

meas {|un — um| > s} < meas {|Ju,| > t}+meas {|um| > t}+meas {|Ti(un) — Ti(um)| > s},
(3.7)
then from Lemma 3.2 and (3.5)-(3.6), we can choose t = t(€) such that

€

meas {|u,| >t} < % and meas {|un,| >t} < 3

On the other hand, from Lemma 3.1 applied to u, and (3.5)-(3.6), we obtain

/Q VT ()P d < C((t+ [lloy + DAL, + 1) + / (V" + () @) + 1),

for all ¢ > 0, where C is a constant depending only on Cy and p(.). Therefore, by Sobolev
embedding in constant exponent, we can assume that (T3(u,)), is a Cauchy sequence in
LP- (). Consequently, there exists a measurable function u such that

Ti(up) — Ti(u), in LP~(Q) and a.e.

Thus,

<

)

Wl m

i) = Blun)l )™

meas {|Ti(un) — Ti(um)| > s} < / <
Q
for all n,m > ng(s,€).
Finally, from (3.7), we obtain

meas {|un, — um| > s} <, for all n,m > ny(s,e),

i.e {u,}, is a Cauchy sequence in measure. The assertion follows.
(ii)-(iv) The proof of these parts is entirely similar to the corresponding ones in [14, Propo-
sition 4.10]. O

Using Proposition 3.4, we can now prove Theorem 2.4.

Proof of Theorem 2.4. Let ¢ € Ky N L>®(Q) and define ¢, := ¢ + (¢, — ¢)T. Note that

on € Ky, NL>®(Q) and that ¢, converges strongly to ¢ in Wol’p(')(Q), due to (2.9). Taking
¢n as a test function in (2.7)f, 4, , we obtain

/ a(x, Vuy).VTi(uy — pn)dr < / foT(uy — p)dx.
Q Q

Next is to pass to the limit in the previous inequality. Concerning the right-hand side, the
convergence is obvious since f,, converges to f, strongly in L!(Q), and T} (u,, — ¢, ) converges
to Ti(u — @), weakly-* in L>°(2) and a.e. in .

For the left-hand side, we write it as

/ a(x, Vuy).Vu,dr — / a(z, Vuy).Vogde. (3.8)
{|tn—n|<t} {lun—en|<t}
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Note that {|u, — | <t} is a subset of {|u,| <t + C(|l¢l|,, + 1)} where C is a constant
which does not depend on n due to (3.5). Hence, taking s =t + C(||¢||,, + 1), we rewrite
the second integral in (3.8) as

/ a(x, VTs(uy)).Vonpde.
{‘un*@n‘gt}

Since a(z, VT4 (u,)) is uniformly bounded in (L) (Q))N (by assumptions (2.3) and Lemma
3.1), it converges weakly to a(z, VTs(u)) in (LP )(Q))V, due to Proposition 3.4 (ii). There-
fore the last integral converges to

/ a(x, Vu).Vedz.
{lu—p|<t}

The first integral (3.8) is nonnegative by (2.5), and it converges a.e. by Proposition 3.4. It
follows from Fatou’s Lemma that

/ a(z, Vu).Vudz < liminf a(z, Vuy,).Vu,dz.
{lu—pl<t}

=00 S, —pn | <t}

Then gathering results, we obtain
/ a(z, Vu). VT (u — ¢)dx < / fTi(u— p)de,
Q Q

b.e., u is an entropy solution of (2.7) .. O
The proof of Theorem 2.3 is an application of Theorem 2.4.

Proof of Theorem 2.3. * Existence. Let (f,) be a sequence of bounded functions, strongly
converging to f € L'(Q). As f, € L>(Q), we know by [15, Theorem 3.2](cf. [10, 13] for
the link) that there exists a unique weak energy solution w,, € I/VO1 P (')(Q) of the obstacle
prroblem (2.7)¢, . As a weak energy solution is also an entropy solution, we may apply
Theorem 2.4 to obtain that w, converges to a measurable function u which is an entropy
solution of the limit obstacle problem (2.7) .

* Uniqueness. Let u and v be two entropy solutions of (2.7)y,,. Since T € Wol’p(')(Q) N
L>(Q) and ¢ < |97, then Tpu and Thv belong to the convex set Ky for h > 0 large
enough. We write the variational inequality (2.7)f, corresponding to the solution u, with
Tho as test function, and to the solution v, with T u as test function. Upon addition we get

/ a(xz, Vu).V(u — Tpv)dz + / a(z, Vv).V(v — Thu)dz
{lu=Thol <t} {lo-Thul<t}

< / f(T(u — Tpo) + Ty (v — Thu))d.
Q

Define

By :={lu—v| <t |v|<h}, Es:=E1N{ul <h}, Es:=E;N{|lul > h}.
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We start with the first integral in (3.9). By (2.5), we have

/ a(z, Vu).V(u — Tpv)dr =
{lu—Tpv|<t}

/ a(x,Vu).V(u — Tpv)dx =
{lu=Tnv|<t}n({|v|<h}U{|v|>h})

/ a(z, Vu).V(u — Tpv)dz + / a(z, Vu).V(u — Tpv)dz
{lu=Trv|<t,|v|<h}

{lu=Txv|<t,|v|>h}

/ a(x,Vu).V(u —v)dx + / a(z, Vu).Vudx
{lu—v|<t,|v|<h} {lu—h|<t,lv|>h}

Y

Ey

/ a(z, Vu).V(u —v)de = / a(z, Vu).V(u —v)dz
{lu—v|<t,|v|<h}

a(x,Vu).V(u —v)dx = / a(z, Vu).V(u —v)dx

/Em<{|u<h}u{|u>h}> B

+/ a(x,Vu).V(u —v)dx = / a(x, Vu).V(u — v)dz+
E3 E2

/ a(x,Vu).Vudx—/ a(a:,Vu).Vvdmz/ a(z, Vu).V(u —v)dz
E3 E3

Eo

—/ a(xz, Vu).Vudz.
E3

(3.10)
Using (2.3) and (2.6), we estimate the last integral in (3.10) as follow

/ a(z, Vu).Vodx
E3

gcl/ (3(2) + (Va1 (o] d

E

’ (3.11)
<cC <|j|p,(,) o

p'(.),{h<u|§h+t}> Voo, tnmtspisny

The quantity C (|j|p/(.) + ‘\VUVM)*I’ ) is finite, since u € Wolvi’(-)(Q) and

P’ () {h<|u|<h+t}
j € LP()(Q); Then by Lemma 3.2, the last expression converges to zero as h tends to
infinity. Therefore, from (3.10) and (3.11), we obtain

/ a(z, Vu).V(u — Tpv)de > Ij, + / a(z, Vu).V(u —v)dz, (3.12)
{lu—Tpv|<t} Es

where I}, converges to zero as h tends to infinity. We may adopt the same procedure to treat
the second term in (3.9) and we obtain

/ a(z,Vu).V(v — Thu)dz > Jp — / a(x,Vv).V(u — v)dz, (3.13)
{lv—Thu|<t} Es
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where Jj, converges to zero as h tends to infinity.
Next, consider the right-hand side of inequality (3.9). Noting that

Ti(u— Thv) + Ty (v — Thu) = 0 in {|u| < h, |v| < h};

we obtain

/Q f@)(Ti(u—Tho) + Ty (v — Thu))dx

/ f@)(Ty(u — Thv) + Ty (v — Thu))dx
{lu[>h}

+ / f(@)(Ty(u — Tho) + T (v — Thu))dz
{lul<h}

/ f(@)(Ti(u—Tho) + Ty (v — Thu))dx
{lu|>h}

+ / F@)(Ty(u — Thv) + Ty (v — Thu))dm‘
{lu|<h,|v]>h}

g2t</ \f|dx+/ |fdx>.
{lul>h} {|v|>h}

According to Lemma 3.2, both meas {|u| > h} and meas {|v] > h} tend to zero as h goes to
infinity, then by the inequality above, the right-hand side of inequality (3.9) tends to zero as
h goes to infinity. From this assertion, (3.9), (3.12) and (3.13), we obtain, letting h — o0,

/ (a(z, Vu) — a(z,Vv)).V(u —v)dx <0, for all t > 0.
{lu—v|<t}

By assertion (2.4), we conclude that Vu = Vo, a.e. in Q.
Finally, from Poincaré inequality in constant exponent, we have

/ 1T (u — )P~ da < c/ V(T3 (u — 0)) [P~ da = 0, for all ¢ > 0;
Q Q

and hence u = v, a.e. in Q. O

Lewy-Stampacchia Inequalities and Stability Results of the Co-
incidence Set

As E := Wol’p(')(Q) is a reflexive Banach space even under assumption (2.1) on p(.), we
show the Lewy-Stampacchia inequalities in the same way as in [16].
Proof of Theorem 2.5. Consider a sequence {f,},.y C L*(Q) such that f, converges

strongly in L'(Q) to f. Let u, € Wol’p(')(Q) be the unique weak energy solution of the
obstacle problem
Up € Ky 1 (Aup — fr,v —uy) >0, Yo € Ky.

Since E is a reflexive Banach space and A : E — E' (E' := W' 0)(Q)) is strictly
monotone, it follows from the abstract theory developed in [14] that

fon < Auy < fr + (AY — f)T in E'.
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Note that, in particular, the above inequalities holds in the sense of distribution.
Let 0 < ¢ € D(Q), then

fawde < | alz, Vun).Vdz < [ [fu+ (A6 = £)"] pda.
Q Q Q

As a(z, Vuy,) — a(x, Vu) in (LI(Q))N (cf. (iii)-Proposition 3.4 ) and f, — f strongly in
L'(Q), we obtain after passing to the limit in the inequalities above

f<Au< f+ (AY = f)T in D'(Q).
Since f and f + (Ay — f)* are in L'(2), we conclude that Au € L}(Q). O
Remark 4.1. As the Lewy-Stampacchia inequalities holds true in the context of assumption

(2.1), then the proof of Theorems 2.6, 2.7 and 2.8 can be found in [16].
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