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A NEW CLASS OF POLYNOMIAL INTERIOR-POINT
ALGORITHMS FOR P,(k)-LINEAR COMPLEMENTARY
PROBLEMS
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Dedicated to Professor Liansheng Zhang on the occasion of his 70th birthday.

Abstract: We present a polynomial interior-point algorithm for Py (k) Linear Complementarity Problems
(LCP) based on a class of parametric kernel functions, with parameters p € [0,1] and ¢ > 1. The same class
of kernel function was considered earlier for Linear Optimization (LO) by Bai et al. in [7].

This class is fairly general and includes the classical logarithmic function, the prototype self-regular function,
and non-self-regular kernel functions as special cases. The iteration bounds obtained in this paper are
O[(1+2k)q(p+ 1)npta)/a(P+1) Jog 2] for large-update methods and O [(1+ 2k)q?\/n log %] for small-
update methods. These bounds match the best known existing iteration bounds.

As far as we know this is the first result on interior-point methods for Py (x)-LCPs based on this class of
kernel functions.
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Introduction

In this paper, we consider a class of linear complementarity problems (LCP) formulated in
the standard form: Given a matrix M € R"*" and a vector ¢ € R", find (z,s) € R?" such
that

s=Mz+gq, xs=0, z,5>0, (1.1)

where zs denotes the componentwise product of the vectors of x and s.
Note that (1.1)) is a feasibility problem, and not an optimization problem. However, it
is well-known that it can easily be written as an optimization problem:

min{sz : Mx —s=—q, x,sEO}.
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On the other hand, the Karush-Kuhn-Tucker (KKT) optimality conditions for Linear
Optimization (LO) and Convex Quadratic Optimization (CQO) can be written in the form
of an LCP, showing the relevance of the LCP for these important classes of optimization
problems. Moreover, LCP also has a close connection to variational inequalities: some classes
of variational inequalities can be formulated as an LCP and vice versa. In addition, many
important practical problems in economics theory (equilibrium problems), game theory,
transportation planning (assignment problems), optimal control, engineering, etc. can be
directly formulated as LCP. For a comprehensive treatment of LCP theory and practice
we refer to the monographs of Cottle et al. [9] and Kojima et al. [12], and for a recent
comprehensive treatment of variational inequalities and complementarity problems to the
monograph of Facchinei and Pang [10].

Due to the theoretical and practical importance of LCP, efficient methods for solving
LCPs are of a significant interest. The existing tradition of generalizing results for LO to
LCP dates back to the early days of the development of simplex-type algorithms (pivoting
algorithms) and it continues to this day. The Interior-Point Methods (IPMs) that has
been a great success for LO are no exception. Various IPMs for LO have been successfully
generalized to LCP. Besides the aforementioned monograph of Kojima et al. [12], and
without any attempt to be complete we mention a few other relevant references: [2} [13] 14}
211,19, 22, 23].

The majority of IPMs for LO are based on the use of the logarithmic barrier function
in calculation of the search direction. Recently, Peng et al. designed primal-dual IPMs for
LO based on a different class of barrier functions, the class of so-called self-regular barrier
(or proximity) functions [16]. They derived the currently best known complexity bounds
for large-update methods, namely O(y/nlognlog?). Subsequently, Y.Q. Bai et al. [4]
presented primal-dual IPMs for LO based on yet another class of barrier functions that are
not self-regular and obtained the same bounds as Peng et al.

The goal of this paper is to extend the results obtained for LO by Bai et al. in [7] to
the class of P.(x)-LCPs whose definition is given in the next section. The outline of the
algorithm is presented in Section 3| while the definition and properties of the of the kernel
and barrier functions used in the design of the algorithm are discussed in the Section 4l
The analysis and complexity results of the algorithm are presented in the Sections 5l and 6
respectively.

Some notation used throughout the paper is as follows. We use the standard notation,
R", R} and R’} to denote the set of (real) vectors with n components, the set of non-
negative vectors and the set of positive vectors, respectively. The 2-norm of the vector x is
denoted with ||z||. For any € R"™, Zpin ( Or Tpqe) denotes the smallest ( or largest) value
of the components of the vector x. The bold symbol e always denotes the all-one vector
with n components. Finally, if g(z) > 0 is a real valued function of a real nonnegative
variable, the notation g(z) = O(z) means that g(x) < ¢z for some positive constant ¢ and
g(x) = O(z) that c;z < g(x) < cox for two positive constants ¢; and cs.

The P,(k)-LCP

As indicated in the Introduction, in this paper we consider the LCP in the standard form
(L1)). It is known that for general matrices M the problem is NP-complete [8]. Therefore, it
is natural to look for classes of matrices M for which the corresponding LCPs can be solved
in polynomial time. Different classes of matrices have been considered. We list the most
important of these classes.
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e Skew-symmetric matrices (SS):

Mz =0, V zeR"

e Positive semidefinite matrices (PSD):

Mz >0, V zeR"

e P-matrices: Matrices with all principal minors positive or equivalently

Ve(#0)eR : Jiel : z;(Mx); > 0.

e Py-matrices: Matrices with all principal minors nonnegative or equivalently

Ve(#0)eR : Jiel : 2, #0 and z;(Mz); > 0.

e Column sufficient matrices (CSU)

Ve e R" : (z;(Mx); <0,Viel = z;(Mxz); =0,Viel.

e Row sufficient matrices (RSU): M7 is column sufficient.
e Sufficient matrices (SU): M is both column sufficient and row sufficient.

e P.(k): k>0 and

(1+4r) > x(Mx)i+ > zi(Mz); 20, Yz € R",
i€T+ () 1€ (z)

where
It(x)={i : z;(Mz); >0}, T (2)=1{i : x;(Mx); <0},

or equivalently
eT Mz > —4k Z xi(Mz); , Yx € R™,
€T+ (x)

and

P, =] Pur).

k>0

The class of P, matrices was introduced by Kojima et al. in their fundamental monograph
on IPM’s for LCP [12], while the other classes, and many additional classes not mentioned
here, were listed in the classical monograph of Cottle et al. [9]. See also [3]. The relationship
between some of the above classes is as follows:

SScpPSDcP,=SUcCScP, PCP, PNSS=0. (2.1)

Some of these relations are obvious, like PSD= P,(0) C P, or P C Py, while others require
proof [9, 12, [1§].

Most common and most studied is the class of monotone-LCPs, where matrix M is a
positive-semidefinite matrix. This is largely due to the fact that the Karush-Kuhn-Tucker
conditions (KKT) of Quadratic Optimization problem (QO) with the quadratic objective
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function defined by the positive-semidefinite matrix can be formulated as monotone-LCP.
In addition, most practical problems that can be directly formulated as LCP are usually
monotone-LCP. We also recall that in the special case, that of a Linear Optimization (LO)
problem, the matrix M becomes a skew-symmetric matrix. In this paper we consider the
class of P.(k)-LCPs, which (as is clear from (2.1)) contains the class of monotone-LCP as a
special case.

We remark that the above classes enjoy the nice property that if matrix M belongs to
one of these classes, then every principal submatrix of M also belongs to the class. In what
follows, we state other properties that are relevant for the design of IPMs in this paper.

Lemma 2.1 (Lemma 4.1. in [12]). The matriz

M = (_éw ;) (2.2)

is nonsingular for any positive diagonal matrices X, S if and only if M is Py-matriz.

Matrices of the form M in (2.2) appear at each iteration of an interior-point method for
LCP. Thus, the above lemma recognizes the class P, as the largest class which guarantees
the existence and uniqueness of the solution for a linear system with coefficient matrix M.
As was observed first in [12] this property makes Py-LCPs amenable for being solved by an
interior-point method.

However, it is well known that the sequence of the iterates of IPMs may not converge
to the solution of LCP. To assure that each accumulation of the iteration sequence is a
solution, the sequence must be bounded. The question arises: Which class of matrices
implies boundedness of the sequence? In their fundamental work [12] Kojima et al. presented
an IPM for LCP and proved its global convergence under the following condition which just
formalizes the above discussion.

Condition 2.2.
(1) M is a Py-matriz;

(2) the interior-point condition (IPC) is satisfied, i.e., there exists a strictly feasible point
0<(2%s) e F={(x,8) >0 : s=Mzx+q};

(3) the level set Fy = {(x,s) € F : xTs <t} is bounded for each t > 0.

Kojima et al. pointed out that, unfortunately, if M is Py-matrix, then requirement (3)
is generally not satisfied and they provided a counterexample. However, if M is a P,-matrix,
then requirement (3) is satisfied (Lemma 4.5 in [12]). Hence, in some sense P, class is a
maximal class which guarantees global convergence of IPMs. This fact is, at least from the
theoretical point of view, an important reason why we consider the class of Py(x)-LCP in
this paper.

The Generic Interior-point Algorithm for the P.(k)-LCP

As already indicated in the previous section, in this paper we consider the P.(k)-LCP in
the standard form: Given a P, (k) matrix M € R™ " and a vector ¢ € R", find (z,s) € R*"
such that

s=Mz+gq, xs=0, z,5>0. (3.1)

We assume that the P, (x)-LCP satisfy the interior-point condition (IPC), that is, there
exists a point £° > 0 such that s = Mx® 4+ ¢ > 0, which means that the interior of the
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feasible region is not empty. The IPC can be assumed without loss of generality. In [12
Section 5.1] Kojima et al. presented a method of ‘reducing the LCP to an artificial LCP with
an apparent interior feasible point’. Another approach to obtaining IPC is the approach of
Andersen and Ye [I], who embed the original complementarity problem (CP) into an artificial
homogeneous CP that satisfies the IPC. However, their approach is specifically designed for
monotone CP and can not be extended to P.(k)-CP, see [16].

The basic idea of interior-point algorithms for LCP is to use a Newton-type method in
a such a way that it guarantees global convergence and fast local convergence. However,
direct application of the Newton-type method on the system in (3.1) will not work because
the method will most likely ‘get stuck’ on the second equation which is commonly known
as complementarity equation. The standard procedure to fix this problem is to replace the
complementarity equation in (3.1) by the parameterized equation xs = pe, with p > 0.
Thus, we consider the system

S = Mzxz+q
s = e,
z,s > 0.

Since we assume that IPC holds and M is a P, (x) matrix then according to the discussion
in the previous section (Lemma 2.1 and the Condition 2.2) the parameterized system in (3.2)
has a unique solution, for each p > 0. This solution is denoted as (z(u)), s(i)) and we call it
the p-center of LCP. The set of u-centers (with p running through all positive real numbers)
gives a homotopy path, which is called the central path of LCP. The relevance of the central
path for Linear Optimization (LO) was first recognized by Megiddo [11] and then extended
to LCP by Kojima et al. [12]. Under the above assumptions, if 4 — 0, the limit of the
central path exists and it is an optimal solution of LCP.

The limiting property of the central path mentioned above leads naturally to the main
idea of the TPMs for solving LCP: Trace the central path while reducing i at each iteration.
However, tracing the central path exactly would be too costly and inefficient. It has been
shown that it is sufficient to trace the central path approximately.

As already indicated, due to the result of Kojima et al. [12], we may assume that IPC
holds, that is, a strictly feasible point (z, s) exists. In addition, this point can be chosen in a
such a way that it is ‘close’ to the p-center (z(u), s(u)) for some positive u, where ’closeness’
is measured using a barrier function, as discussed later in this section. We then decrease
wto py = (1 — @)u, for some 0 € (0,1) and, redefining p := p4, a direct application of
Newton’s method to (3.2)) will lead to the following Newton system for the search direction
(Azx, As):

— MAz+As = 0,
sAx + xAs e — xs. (3.2)

Due to Lemma [2.1), this system has a unique solution for any (z,s) > 0. By taking a step
along the search direction, one constructs a new pair (z4,s4) with

xy =z +alzx, s; =s+als, (3.3)

where a € (0, 1) denotes the step size, which has to be chosen appropriately. If necessary, we
repeat the procedure until we find iterates that are in a certain neighborhood of (x(u), s(u)).
Then p is again reduced by the factor 1 — 6 and we apply Newton’s method targeting at the
new p-centers, and so on. This process is repeated until p is small enough, for example, until
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np < €, where € is a small positive number. At this stage we have found an e-approximate
solution of LCP.
For the analysis of IPMs it is convenient to associate to any pair (z,s) > 0 and u > 0,

the vector

s
Vi=,/—. 3.4
m (3.4)

Note that the pair (x, s) coincides with the p-center (z(u),s(p)) if and only if v = e. Next,
the following scaled search directions d, and dg are introduced
vAx vAs

d:c = ) ds = 5 3.5
. . (3.5)

where the operations are componentwise product and division. Using (3.4) and (3.5) the
system (3.2) can be rewritten as

—Md,+d, = 0,
dy +ds = vt —w, (3.6)

where M := pVS™'MXV ™!, with V := diag (v), X := diag (x), S := diag (s).

Note that the pair (z, s) coincides with the u-center (x(u), s(u)) if and only if v = e.

A crucial observation is that the right hand side v=! — v in the second equation of (3.6))
equals minus the gradient of the function

n 2
v = Y (S o).

i=1

where v; represents the i-th component of the vector v. In other words,
dy +ds = =VU,.(v).

This equation is called the scaled centering equation. Its importance arises from the fact
that it essentially defines the search direction.

One may easily verify that V2W.(v) = diag(e + v~2). Since this matrix is positive
definite, ¥.(v) is strictly convex. Moreover, since VU,.(e) = 0, it follows that ¥.(v) attains
its minimal value at ve, with ¥.(e) = 0. Thus, ¥.(v) is nonnegative everywhere and vanishes
if and only if v = e, that is, if and only if x = z(u) and s = s(u). Hence, we see that the
p-center (z(w), () can be characterized as the minimizer of the function ¥.(v). Thus, the
second important feature of the function ¥.(v) is that it essentially serves as a ’'proximity’
measure of closeness for (z, s) with respect to the p-center.

The above observations regarding the function ¥.(v) lead to an obvious generalization:
we can replace W.(v) by any strictly convex function ¥(v), v € R}, such that ¥(v) is
minimal at v = e and ¥(e) = 0. Thus, the new scaled centering equation becomes

dy + dy = =V (v). (3.7)

The function ¥(v) is called a (scaled) barrier function. Of course, different barrier functions
lead to different Newton directions, as they are calculated from the Newton system

—Md,+d, = 0,
do+d, = —VU(v). (3.8)
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Since
Uv)=0 <& VIw)=0 < v=e
the function ¥(v) still may serve as a proximity measure for closeness with respect to the
p-center (z(w),s(p)). In the sequel we also use norm based proximity measure, namely
1
3(v) == S [IVE ). (3.9)
The function §(v) is often called prozimity function and it is easy to see that
dv)=0 & v=e (3.10)

To simplify matters we will restrict ourselves to the case where the barrier function ¥(v)
is separable with identical coordinate functions ¥ (v;). Thus,

n

T(v) = (), (3.11)

i=1

where ¢ : (0,400) — [0, +00) is twice differentiable and attains its minimum at ¢ = 1, with
(1) = 0. Following the terminology introduced in [15} 4} 5], we call the univariate function
¥(t) the kernel function of the barrier function ¥(v). Obviously, in the case

2
Yelt) = 5 ~logt, (3.12)

and ¥(t) = ¥.(t), we have U(v) = U.(v), One may easily verify that ¥.(v) is the ’classical’
logarithmic barrier function. We call 1.(¢) the classical kernel function.

It is clear from the above discussion that the closeness of (x,s) to (z(u),s(u)) can be
measured by the value of ¥(v). Introducing a parameter 7 > 0 as a threshold value, the
inequality ¥(v) < 7 defines a 7-neighborhood of the p-center.

The generic form of this algorithm is shown in Figure [1. In this algorithm we write
U(z,s,n) instead of ¥(v), with v as defined in (3.4). If ¥(v) > 7 we start a new inner
iteration by computing the scaled search directions d, and ds at the current iterate and
the current value of p from (3.8). Then, we compute the search directions Az and As
from d, and ds by using (3.5). Next, the new iterates are calculated using (3.3) with the
appropriately calculated step-size «. If necessary, the procedure is repeated until the iterate
belongs to the m-neighborhood of the current u-center (x(u),s(p)), that is until ¥(v) < 7.
Then, the outer iteration starts by reducing p by the factor 1 — 6 with 0 < 6 < 1. It is most
likely that after this step the barrier function value will exceed the threshold value, that is,
U(v) > 7, and hence, the algorithm enters the inner iteration loop again. This process is
repeated until g is small enough, say until nu < €; at this stage we have found an e-solution
of LCP.

Note that the algorithm can be started, since, as we discussed at the beginning of this
section, we may assume that a strictly feasible point z° is given, and this point can be chosen
such that W(v°) < 7 which means that it is in the 7-neighborhood of the u-center.

The parameters 7, 6 and the step size « in the algorithm should be tuned in such a
way that the number of iterations required by the algorithm is as small as possible. In the
literature two types of methods are distinguished: small-update methods and large-update
methods, according to the value of the barrier-update parameter 6. Large-update methods
are characterized by the fact that 6 is a fixed constant (6 € (0,1)), independent of the
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Generic Interior-Point Algorithm for LCP

Input:

A threshold parameter 7 > 1;

an accuracy parameter € > 0;

a fixed barrier update parameter 6, 0 < 6 < 1;

(29,59 and p° = (29)7s°/n such that ¥(2°,s%, u°) < 7.
begin

x =2 5:= 5% p = pu

while nu > e do

begin
= (1 —0)u;
while U(z,s,u) > 7 do
begin

calculate search direction (Ax,As) using (3.8) and (3.5);
determine a step size «;
update z := s + aAx;s = s+ als;
end
end
end

Figure 1: Generic Interior-Point Algorithm for LCP

dimension n of the problem, whereas small-update methods use a value of # that depends
of the dimension of the problem, with § = O(ﬁ)

The resulting iteration bound depends on a careful selection of these parameter values
and it also heavily depends on the choice of the kernel function. The question which kernel
function minimizes the iteration bound is still open. The goal in this paper is more limited.
We will show that the Generic Algorithm described in Figure (1| for the class of the kernel
functions that will be specified in the next section has the most favorable iteration bounds,
that match the bounds obtained for Linear Optimization (LO) up to the scaling with a
factor that depends affinely on k.

The Kernel and Barrier Function and their Properties

As indicated above the iteration bound of the Generic Algorithm depends heavily on the
choice of the kernel function. Almost all complexity results of IPMs for LCP, monotone as
well as P, (k), are based on the classical logarithmic kernel (barrier) function. The iteration
bounds for large-update and small-update methods based on the classical logarithmic kernel
function are O(nlog ) and O(y/nlog ), respectively for the monotone LCP. For the P, (x)-
LCP the results are the same, up to a factor that depends affinely on . This factor equals
1 in the monotone case (when x = 0).

In the case of LO the first contribution in the design and analysis of the primal-dual
IPMs based on the use of kernel functions different than the classical logarithmic kernel
function was presented by Peng, Roos and Terlaky in [I5]. The results were extended and
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generalized by the same authors in the monograph [16]. The kernel functions introduced
and analyzed in [15] [16] are so-called self-regular functions. Based upon these functions an
O(y/n lognlog ) iteration bound was obtained for large-update methods, which is currently
the best iteration bound for these methods. It is a considerable improvement over the
bound for large-update methods based on the classical logarithmic kernel function, which
is O(nlog 2). In [16] the authors extended these results for LO to P.(x)-NCP (Nonliear
Complementarity Problems), of which P.(k)-LCP is a special case, as well as to other
classes of problems such as semidefinite and conic programming problems. They obtained
essentially the same iteration bound as for LO, up to a factor containing .

Recently Bai et al. proposed kernel functions that are not necessarily self-regular 4, [5].
For some of these functions they managed to match the best known iteration bounds for LO,
as just mentioned. Also, they could extend these results to semidefinite and second-order
conic optimization ([6l, [20]). This paper is a first attempt to generalize some of these results
to Py(k)-LCP case.

The class of parametric kernel functions considered in this paper was introduced by Bai
et al. in [7], where they managed to achieve the best known iteration bounds for LO. Our
goal is to generalize these favorable complexity results to the P, (x)-LCP case. The function
is given by

1 ¢lme—1

+ ; t>0, pel0,1], ¢g>1
Upyq(t) = Pl ¢-1 (4.1)
-1 1 1 1
—logt t =
P ogt, >0, pel0,1], ¢

where p and ¢ are growth and barrier parameters respectively. Note that limg o1, 4(t) =
YPp.1(t). In the sequel we restrict ourselves in the analysis to the case where ¢ > 1. But by
continuity the results also apply to the case where ¢ = 1.

The above class of kernel functions (4.1) contains several well-known kernel functions:

e For p=1and g =1, ¥(t) = 9¥.(t) which is the classical logarithmic kernel function,
see (3.12)).

e For p=1and g > 1, ¢(¢) is the prototype self-regular kernel function, see [16].
e For p =0 and g = 2, 9(t) is the simple kernel function analyzed in [4].

Let us recall from [7] that for 0 < p < 1 and ¢ > 1, 1, 4(t) is not a self-regular function.
To simplify the notation below we denote ), ,(¢) simply as ¢ (¢t). According to (3.11), the
corresponding scaled barrier function ¥(v) is given by

. N SR B T |
\Il(v)zzw(vi)zz Zp—i—l + Zq—l , veRY,, 0<p<1 and ¢>1
i=1 i=1
(4.2)

We conclude this section by listing some useful properties of ¢ (¢) and ¥(v) that are used
in the complexity analysis of the algorithm in Figure [1l for P.(k)-LCPs. For the proofs of
these results we refer to [7, Section 2], or [5].

First, we list the derivatives of the 1(¢) since they will play a crucial role in the analysis
of the algorithm.

Yy =t —t79, () =ptP T f gt () =plp — DIPT? —q(qg+ 1)t 72 (4.3)
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It is quite straightforward to verify the following
G(1) = (1) =0, lime(t) = lim b(t) = +oc.
t—0 t—o0
Moreover, from (4.3) we conclude that t(t) is strictly convex and ¢”(¢) is monotonically
decreasing on the interval ¢ € (0, 4+00).

Lemma 4.1. Ift; > 0 and ty > 0, then

YVEE) < 5(0(0) +6(t2).

Lemma 4.2. Let p(s) : [0,00) — (0,1] be the inverse function of —34¢/(t) fort < 1. The

following inequality holds
1

s) > 1
(1—}—28)E

Lemma 4.3. Let o : [0,00) — [1,00) be the inverse function of ¥ (t) fort > 1. The following
inequalities hold

(1+ (p+1)s)7T < o(s) < 1+ s+ /52 +2s.

If ¢ > 2 —p, then

o(s) <1+ \/s+s2 + sV 8% + 2s.
The following result gives a lower bound for §(v) in terms of ¥(v).

Theorem 4.4. The following inequality holds

Corollary 4.5. If U(v) > 7 > 1, then

The Analysis of the Algorithm

Growth Behavior of the Barrier Function During an Outer Iteration

In this subsection we discuss the growth behavior of the barrier function. Note that at the
start of each outer iteration of the algorithm, just before the update of u with the factor
1 -0, we have ¥(v) < 7. Due to the update of u the vector v is divided by the factor
V1 -0, with 0 < § < 1, which in general leads to an increase in the value of ¥(v). Then,
during the subsequent inner iterations, W(v) decreases until it passes the threshold value
7 again. Hence, during the course of the algorithm the largest values of ¥(v) occur just
after the updates of pu. That is why in this section we derive an estimate for the effect of a
p-update on the value of ¥(v). The results are stated without proofs; these can be found in
[7, Section 3.1].

Theorem 5.1. Let g : [0,00) — [1,00) be the inverse function of the kernel function )(t)
fort>1.
Then for any positive vector v and any 8 > 1 the following inequality holds:

w0 <o (30 (22)).

n
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Corollary 5.2. Let 0 <0 <1 and vy = = If O(v) < 7, then

=
(vy) < np (;%) :

From this corollary and Lemma 4.3 the following lemma can be obtained.

Lemma 5.3. We have the following upper bounds on the value of U(vy.) after a p-update.

LRV

V(vy) < Ly :=na =0 ;o q>1 (5.1)
and
1+\/;+;§+;\/;Z+2;
(o)) < Ly = i L gz2-p (5.2)

1-6

Determining the Default Step Size

In this subsection, we determine a default step size which not only keeps the iterations
feasible but also gives rise to a sufficiently large decrease of the barrier function defined in
(4.2) in each inner iteration. In each inner iteration we first compute the search directions
Az and As from the system (3.8). After a step-size « is determined the new iterate (x4, sy ),
is calculated by (3.3).

Recall that during an inner iteration the parameter p is fixed. Hence, after the step in
the direction (Az, As) with the step-size « the new v-vector is given by

TrySs
Vy = ++.
M

Since
A d

x . x
x+:x<e+a> :x<e—|—a> == (u+ad,),
x v v

As ds s
sy=sleta— |=sleta—|=—-(v+ads),
s v v

we obtain, using xs = uv?,

ve =/ (v+ ady) (v + ady).
Next, we consider the decrease in ¥ as a function of a. We define two functions
fle) =¥(vy) — V()

and
fi() 1= (B0 +ady) + ¥(v +ad,)) ~ B(o).

Lemma 4.1/ implies that

U(vy) =¥/ (v+ ady) (v + ady) < =(¥(v+ ad,) + ¥ (v + ady)).

N =



30 Y.Q. BAI, G. LESAJA AND C. ROOS

This inequality shows that fi(«) is an upper bound of f(«). Obviously,
f(0) = f1(0) =0

Taking the derivative with respect to o, we get

N —

o Z U’L + Oéd$z drz + Q;Z) (U’L + adsz)dsi)~

To simplify the notation we used (and will use below) the following conventions: d; := (dz);
and dg; := (ds);. From the above equation and using (3.7) we obtain

1

F(0) = SVU()T (de + dy) = —%V\IJ(U)TV\I/(U) — _25(v)2.

Differentiating once again, we get
1 & // 2 " 2
) Z (v; + ady)ds; + " (v; + adg;)ds;) >0, unless d,ds = 0. (5.3)

During an inner iteration x and s are not both at the p-center since ¥(v) > 7 > 0, so we
may conclude that f;(«) is strictly convex in «. It is worth pointing out that in general
f(a) is not convex.

In what follows we present several lemmas that are needed to obtain a suitable default
value for the step-size a. These lemmas are variants of lemmas that occur in [5] or [7] for
the LO case. In the current LCP case there is a difficulty that does not appear in the LO
case, namely that d, and d, are not (necessarily) orthogonal. In essence, this difficulty is
dealt with in the first lemma below (Lemma [5.4). After this the other lemmas easily follow
by adapting the proofs of the corresponding lemmas for the LO case to the current case.

Lemma 5.4. The following inequality holds:

”(dzads)H < 20V1+ 25,
Proof. Since M is a P.(x)-matrix and, according to (3.2)), As = M Az, it follows that

AzTAs = AeTMAx > —4k Z Az;(MAzx); Z Ax;As;.
i€t (Ax) z€Z+(Am)

Because of (3.4) and (3.5) we have AzAs = pd,d,. Hence it follows that

did, > —4k Y dyidy (5.4)

i€Zt(dy)

Using the arithmetic-geometric mean inequality ab < i(a +b)? we obtain

i€Z+(dy) i€Z+(dy)

=

- 1 1
D ectdu? = 3t | = 3=V HW)* = 0"

where we used the definition (3.9) of ¢ and (3.8)). Substitution of this inequality into (5.4)
yields
dld, > —4ré>.
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As a consequence we may now write:
(o d) 1P = 302i(d2; +d2) = 3071 (i + dsi)? — 2duidsy)
= ||dy +d4|* — 2dLds = 46% — 2d1 d,
462 4 8kd?% = 4(1 + 2K)62.

A\

This proves the lemma. O

Immediate consequences of the above lemma are the following inequalities
de|| < 20v1+ 2k, |ds|| < 26v/1 + 2k. (5.5)

Let us point out that similar inequalities can be found in other papers on P, (k)-LCP, e.g.,
[2, 16]. Equipped with these inequalities we can deal with the lemmas that follow in the
rest of this section.
From now on we assume, without loss of generality, that the coordinates of v are ordered
such that
vy <vg <

< vp.
As a consequence we have v,,;, = v1.
Lemma 5.5. The following inequality holds
o) < 2(1 4 2k) 6% (vy — 200V/1 + 2k).
Proof. Using (5.5) we obtain the following inequalities
v + ady; > vy — 200V 1+ 26, v+ adg > vy —200V1 42k, 1<i<n.

Substituting these inequalities into the expression (5.3) for f'(a), while using the fact that
¥ (t) is monotonically decreasing (due to (4.3)), we get

n

1 1
V(0) < 59" (0 = 206vT+ 26) D (d3 + ) = S0 (01 — 200V +28) |[(de; o)
i=1
Now using Lemma 5.4l we obtain the desired inequality. O

Lemma 5.6. If the step size « satisfies
20

— ' (v1 — 2a6VT F 28) + 0 (v1) < Vv

then fi(e) <O0.

Proof. Using Lemma 5.5 we have the following derivation

fila)

£10) + /O G
—26% + 26%(1 + 2k) / Y (v1 — 2¢6V1 + 2k) dC
0

= =262 —6V1+2k [ " (vi —2¢5V1 + 2k) d(vy — 201 + 2k)
0
= =262+ 0v1+ 2k (=9 (v1 — 2a6v/T1+ 2k) + ¢/ (v1))

2 / 20 —

IN



32 Y.Q. BAI, G. LESAJA AND C. ROOS

which proves the lemma. The first inequality is due to Lemma /5.5, while the second inequal-
ity follows from the hypothesis (5.6) of the lemma. O

Lemma 5.7. The largest possible value of the step size a satisfying (5.0) is given by

a:m{p(é)—p«uﬂiﬁ)a)] (5.7)

Proof. We want to compute the step size a such that (5.6) holds, with « as large as
possible. The derivative with respect to v; of the left-hand side in the inequality (5.6)
is =" (v1 — 2a0v/1 4 2K) + ¢”(v1). Since ¥”(¢) is decreasing, this derivative is negative.
Therefore, the left-hand side is a decreasing function of «. Hence, fixing §, the smaller v;
is, the smaller the maximal value of o will be. We have

0= 3 IVE@) > 5@ (v1)] = =54 (v1).

Equality holds if and only if v is the only coordinate in v that differs from 1, and v; < 1 (in
which case ¢’ (v1) < 0). Hence, the worst situation for the step size occurs when v satisfies

— 3¢ (v1) = 6. (5.8)
The derivative with respect to a of the left-hand side in (5.6) equals
20v1 + 2k " (1)1 —2a6v1 + 2/—@) >0,

and, hence, the left side of the inequality (5.6)) is increasing in . Thus, the largest possible
value of « satisfying (5.6), satisfies
20

71#,(”01 — 20{5\/ 1 + 2/{) —+ 1,[1,(’[}1) = \/ﬁ

Due to (5.8) the above equation can be written as

- %1/)/ (v1 — 2a8V/1 + 2k) (1 + (5.9)

1
—— |9
v1+ 25)
By the definition of the inverse function p (cf. Lemma [4.2), the equations (5.8) and (5.9)
can be written as

v = p(0), v1—2a5m—p[(l+\/liﬁ)5].

Thus, it follows that

S —")]

and the lemma is proved. O

The term 1+ \/ﬁ appears frequently in the sequel, so in order to simplify the notation

we introduce the following abbreviation:

1

K=1+ —n.
V142K

(5.10)



A NEW CLASS OF INTERIOR-POINT ALGORITHMS FOR P (x)-LCP 33

Lemma 5.8. With p, @ and K as defined above, we have

1
a > . 5.11
= (20007 (0 (KD)) >4y
Proof. By the definition of p, we have —’ (p(d)) = 26. Taking the derivative with respect
to 4, we find

=¥ (p(9)) p'(6) = 2,

, _ 2
O == wy <

Hence, p is monotonically decreasing. Using the fundamental theorem of calculus, the
expression (5.7) for the step size & can be transformed as follows:

1 1 5 ) 1 K§
201+ 25 T 20V1 1 2k /Ks plo)do = SV1+2k /5 (U (p(zfg)lé)

To obtain a lower bound for @ we want to replace the argument of the last integral by its
minimal value. Thus, we would like to know when ¢ (p(¢)) is maximal for o € (4, K9).
Since 9" is monotonically decreasing, ¥ (p(c)) is maximal for o € (§, KJ) when p(o) is
minimal. Since p is monotonically decreasing, this occurs when ¢ = KJ. Therefore, using
(5.12)) and (5.10) we obtain

which leads to

do

a =

(p(9) = p (K9))

a1 /“ doo 1 1 /K(Sda: 1 1
NIt oR s () © SVIT 2R 0" (p(KD)) Js T+ 25 07 (p (K0))’
and the lemma is proved. 0
Theorem 5.9. If & is defined by (5.7), then the following inequality holds

1
(14 2k)(p+ q)(1 +2K96)

a > -
q

Proof. By Lemma 4.2 we have
1
p(KS) > (1 +2K6) 4.
Since ¢ (t) is monotonically decreasing in ¢ € (0, 00), we get
1
o o) < v (1428070,

Hence, using (5.11) and (4.3) we obtain

1 1 1
oz Z — 2
(142r) 9" (p(K0)) — 1426 p(1 4+ 2K5) & + q(1 + 2K8) «"
1
2 ﬂ b
(1+2x)(p+q)(1+2K65) =
which is the desired inequality. O

In the analysis of the Generic Algorithm described in the Figure [1! we use

b= ! S (5.13)
(I+2K)(p+q)(1 +2K5) =

as the default step size. Note that & < a.
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Decrease of the Barrier Function During an Inner Iteration

In this section we show that the default step size (5.13) yields sufficient decrease of the
barrier function value during each inner iteration.

Lemma 5.10. If the step size a is such that o < &, where & is defined by (5.7), then
fla) < —ad?.
Proof. Let the univariate function h be such that
h(0) = f1(0) =0, R'(0) = f{(0) = —26%, h"(a)=2(1+ 2k)5*¢" (v1 — 2a6V1 + 2k).

According to Lemma 5.5 we have f]'(a) < h”(«) which implies f](a) < /() and f1(a) <
h(a). Taking o < @, with @ as defined by (5.7), and using the fundamental theorem of
calculus we get

W(a) = [ih"() dE + K(0)

—26% 4+ 2(1 + 2r)62 [ 9" (v1 — 266V 1 + 2k) dE
—26% — 6v/1+ 2k (¢'(v1 — 2a6v/1+ 2K) — ' (v1))
—262 — 6T+ 2&% =

IA

The last inequality is due to the definition of &, which guarantees that if « < @ then
inequality (5.6)) in Lemma 5.6/ holds. Since ¢"'(t) < 0 for ¢t > 0, 9" (t) is decreasing in ¢, and
therefore h” () is increasing in «. Using Lemma [A.2, we get

1
fi(a) <h(a) < §ah’(0) = —ad®.
As we mentioned before, fi(«) is an upper bound of f(«), hence, the lemma is proved. O
Theorem 5.11. If & is the default step size, as defined by (5.15), then

U(v) T

fla) < - 100(1 + 2k)(p+q)°

Proof. Since & < & we apply Lemma [5.10 with & = &. Also using the definition (5.13) of &

we obtain
52

(1+2r)(p+q)(1 +2K4

Since ¢ > 1, it can easily may be verified that the last expression above is monotonically
decreasing in §. Hence, using this fact and Corollary 4.5 we get

f(@) < -ad® = —

)T

fla) < - Lw)r — (5.14)

36(1 + 26)(p + q) [1 n %\P(v)#} ’

The rest of the proof consist of simplifying the last expression. Using the fact that 1 < 7 <
U(v) we may write

a+1 q+1

(1+ 5o ) 7 < (P + Eu)F) T = (14 5) T v



A NEW CLASS OF INTERIOR-POINT ALGORITHMS FOR P (x)-LCP 35

Since K < 2 and g > 1, it follows that

q+1
g+l p g+l

(1+§\1/(v)p%) T (14 e T < (3) w)i T = By

Substitution into (5.14) leads to

U(v) i

v)alp

a) < —

@) < 100(1 + 2x)(p + q)

which is the desired inequity. Thus, the theorem has been proved. O

@ Complexity of the Algorithm

In this section the name Algorithm will refer to the Generic Algorithm of Figure (1| for the
specific case when the kernel function is defined by (4.1)) and the step size is given by (5.13).
In the previous sections we have found all the ingredients that we need for deriving an upper
bound for the number of iterations required by the Algorithm. In the first subsection below
we derive an iteration bound for large-update methods and in the second subsection an
iteration bound for small-update methods.

Iteration Bound for the Large-Update Method

First we count how many inner iterations are required by the Algorithm to return to the
situation where ¥(v) < 7 after a y-update. We denote the value of ¥(v) after the y-update as
Uy, and the subsequent values in the same outer iteration are denoted as ¥y, k =1,2,..., K,
where K denotes the total number of inner iterations in the outer iteration. By using (5.1)
in Lemma 5.3, we have

LRV
‘I’Ognd) m

i1
p+1

Since ¥ (t) < when ¢ > 1

p+1
1+Z4+ (1)2+2i
n n n 1 _
Yo = p+1 [ 1 1

For a > 0 and p € [0, 1], by using Lemma [A.1, one has
P —1=a-(1+(@-1)-1<a(l+pla—1)—1=(a—1)(1+ap)

which leads to
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Assuming that

T ™2 27
Tey(5) +Z <2
n n n

and using the inequality 1 — /1 — 6 < 6, we obtain
U < 4(n0+7+\/72+27n)
0= .
(p+1)(1-0)
Due to the Theorem [5.11 we have

U1 <0 — B, k=0,1,....K —1,
with
1 p+q

= 100(1+ 26)(p + q) T

Hence, by Lemma [A.3, we obtain the following upper bound for the number K of inner
iterations.

B

K < 100(1 +2k)q(p + 1)(¥) D (6.1)
(06 + 7+ VTT T 3m) | T
< 100(1 4 2k)q(p+1) ( T DI=0) ) . (6.2)

Now we can derive an upper bound for the total number of iterations needed by the large-
update version of the Algorithm.

Theorem 6.1. Given that 6 = O(1), and 7 = O(n), which are characteristics of large-
update methods, the Algorithm will obtain an e-approzimate solution of P.(k)-LCP in at
most

0 ((1 +26) g(p + 1) nD log %) (6.3)
iterations.

Proof. Tt is well known that the number of outer iterations is bounded above by [17, Lemma
I1.17, page 116]
1
0
By multiplying this number with the upper bound for the number of inner iterations per
outer iteration we get the upper bound for the total number of iterations, namely

log % (6.4)

ptq
4 0 2 2 a(p+1)
100(1 + 2,{)(](]9 + 1) ( (’I’L + 7+ \/7' + TTI,))

0 (p+1)(1-0)

One may easily verify that this agrees with the iteration bound stated in the theorem. O

N
One also easily verifies that if p > 0 then the expression ¢ (1 + p) na»i0 is convex in q.

_ plogn 1
T optl

of the natural logarithm function. Hence, if logn > pT'fl and ¢ = ”;O% then the iteration
bound (6.3) in Theorem 6.1 becomes

Moreover, it is minimal for ¢ and then it equals pe™ nT log n, where e is the base

b1 n __ plogn
O((1+2I€)p \/ﬁ(logn)loge), 1= > 1. (6.5)
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Note that the last inequality implies
p>—
logn—1"
In the limiting case, when the above inequality holds with equality (which corresponds to
g = 1), the bound (6.5) becomes

1
O(ﬂ+2@g;fm1bgj>50<ﬂ+2@nkg2). (6.6)

It is interesting to apply the above bounds to some special cases of the parameters p and

e p=1, ¢>1 : In this case ¢(t) is the prototype self-regular kernel function. From
(6.5) we obtain the iteration bound O ((1+ 2x)y/nlognlog ), which is currently the
best known bound for large-update methods. This result matches the result obtained
by Peng et al. [14].

e p=1, ¢g=1 : In this case ¥(¢) is the classical logarithmic kernel function. The
bound in Theorem 6.1 simplifies to O((1 + 2x)nlog %) which is the usual bound for
large-update methods based on the logarithmic kernel function (see, e.g., [2, 12]).

e p=0, ¢g=2: Inthiscasey(t) =1t— % — 2 which is, from an algebraic point of view,
the simplest kernel function. Theorem 6.1 yields the same bound as for the logarithmic
barrier function.

It is worth pointing out again that the class of kernel functions 1 (t) defined in (4.1) is not
self-regular for 0 < p < 1. Thus, the complexity results for 0 < p < 1 are new, since up to
now all complexity results for P, (x)-LCP were developed for either the classical logarithmic
kernel function or for the self-regular kernel functions.

Iteration Bound for the Small-Update Method

When applying the above analysis to small-update methods the resulting iteration bound
is not as good as it can be for these types of methods. A better result is obtained by using
(5.2)) in Lemma [5.3:

1+¢;%%;w§+ﬁ
Vo < ny

V1i—0 ’

q=>2—p.

Using the fact that ¢ (t) < 2¢”(1)(t — 1)% and ¢ (1) = p + g, we get (cf. [7, Lemma 2.2])

2
T 121 [712 4 21
0

-1
- 2 v1—20
Applying again the inequality 1 — /1 — 8 < 0, it follows that
2
p+q 72 T2 27
Ug< ——~ [0 — — 4+ —
0= 292(1-0) \/ﬁ+\/7+n+7— n2+n
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Therefore, by following the same line of arguments as for large-update methods, we get the
following upper bound for the number K of inner iterations during one outer iteration:

_ + 2 2 2
K <1000+ 20)a(p+ 1) | 55— m+\/f+;+n/;+;

Using the upper bound (6.4) for the number of outer iterations we obtain the following
bound for the total number of iterations:

pt+q
2\ q(p+D

2\ 7D
alp+1) [ p+aq 2 T2 21 n
100(1 + 2k) 5 21-0) 6+/n + T AT\ s logz.

For small-update methods we have 6 = @(ﬁ) and 7 = O(1). Then, the term between the

square brackets in the above expression is O(1). The exponent q(’;i':_ql) is also O(1) since it

is at most 1 (which happens if ¢ = 1). Thus, we get the bound

@ ((1 +2r)q(p + 1) (p + q) Vnlog %) :

Since p € [0,1], we have q(p + 1) (p+q) = O(¢?) (in fact g(p + 1) (p +q) = ¢* if p = 0).
Hence, we have proved the following result.

Theorem 6.2. Given that § = @(ﬁ) and 7 = O(1l), which are characteristics of the
small-update methods, the Algorithm will obtain an e-approximate solution in at most

@) ((1 + 2k)¢*V/n log g)

iterations.

Conclusion

In this paper we have analyzed large- and small-update versions of the IPM for P,(k)-
LCP described in the Figure [1, while using the class of kernel functions (4.1) and with the
default step size (5.13)). The class of kernel functions (4.1)) is important because it is fairly
general and includes the classical logarithmic kernel function, the prototype self-regular
kernel function, and non-self-regular kernel functions as special cases. This class was first
introduced by Bai et al. in [7] for LO. As far as we are aware this is the first result on IPM
for P.(k)-LCP based on this class of kernel functions.

The generalization from LO to Py (k)-LCP required several new arguments. In the LO
case the orthogonality of the scaled search directions d, and ds makes it much easier to get
upper bounds for ||d,|| and ||ds|| in terms of the proximity function §(v). In the P, (x)-LCP
case Lemma 5.4/ serves this purpose. The new upper bounds, which depend on the parameter
Kk, required careful reexamination and modification of all the subsequent results. At the end,
the iteration bound differ from the ones obtained in LO case only by a factor 1 + 2x.

The iteration bounds obtained in this paper are as good as they can be in the current
state-of-the-art. They can be adapted to match the best known bounds for self-regular
kernel functions (see [14, [16]). They also match well-known results for the logarithmic kernel
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function (see for example [2,[12]). However, self-regular and logarithmic kernel functions are
just special members of the class considered in this paper. They occur by takingp =1, ¢ > 1
and p = 1, ¢ = 1 respectively. For 0 < p < 1, our kernel functions are not self-regular. Thus,
the algorithm and complexity results for 0 < p < 1 are new, because up to now all complexity
results for P, (x)-LCP were developed for either the classical logarithmic or self-regular kernel
functions.

Possible directions for further research include numerical studies to compare the new
method with existing methods. Favorable theoretical complexity bounds in general do not
necessarily mean that the numerical behavior of this method will be competitive with other
methods. Additional, more theoretical, questions of interest include the development and
complexity analysis of algorithms based on different kernel functions. Also, it would be
interesting if our results could be generalized to nonlinear complementarity problems.

Three Technical Lemmas

We list three simple technical lemmas because they are used in the complexity analysis of
the algorithms. The original proofs of these lemmas can be found in [4] [15] [16], respectively.

Lemma A.1 (Lemma 20 in [4]). Ifa € [0,1] and t > —1, then (1 +t)* <1+ at.

Lemma A.2 (Lemma 12 in [15]). Let h(t) be a twice differentiable convex function with
h(0) = 0 and h'(0) < 0, and let h(t) attain its (global) minimum at t* > 0. If h''(t) is
monotonically increasing for t € [0,t*], then one has

th'(0)

h(t) < —=, 0<t<t",

Lemma A.3 (Proposition 2.2 in [16]). Let to,t1, -+ ,tx be a sequence of positive num-
bers such that

tk+1§tk_ﬁt]t;_’y7 k20717"'7K_17

where >0 and 0 <y < 1. Then K < {%J
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