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#### Abstract

The paper studies a bilevel optimization problem with a lower level given by a convex vector minimization problem. In this case the lower level usually has multiple solutions, thus the so called optimistic formulation is considered. Necessary optimality conditions are obtained when dealing with properly efficient solutions as well as weakly efficient solutions for the lower level. An application to the case when the lower level is given by a linear multiobjective optimization problem (with data having a $C^{1}$-dependence on parameters) is given.
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## 1 Introduction

Bilevel programming problems are very important for economic planning, network design and other applications. There are many research papers dealing with theoretical and/or practical approaches of these problems. These useful strategic economic problems can be considered as a static noncooperative asymmetric games (see e.g. [7]). Two players seek to optimize their individual objective function. The first player (the leader) must take into account any possible reaction of the second player (the follower).

When there are several reactions of the follower, but the follower is assumed to choose in favor of the leader we have the so called "optimistic case". This kind of program is usually a quite difficult nonconvex optimization problem. In some works, in order to simplify the model, stronger assumptions are made such as uniqueness of the solution of the lower level, or, if there are several solutions, they provide the same (unique) upper level objective value. In this case, using equivalent first order optimality condition for the lower level, the problem becomes a mathematical program with equilibrium constraints.

The more realistic and more difficult situation, the so called "pessimistic case", happens when the follower has different possible reactions and chose one which is the most unfavorable for the leader.

The main characteristic feature of this paper is that the objective of the follower is a vector valued function. More precisely, the follower solves a convex multiobjective problem looking for weakly or properly efficient solutions. Recall that the Pareto set contains the properly efficient set and is contained in the weakly efficient set. In the particular case of a linear vector optimization problem properly efficient and Pareto solutions coincide.

This paper deals mainly with the optimistic case, and sketches one issue for the pessimistic case, case which will be studied in a subsequent paper.

Therefore, the difficulty of this problem is due to two facts : the (vector) minimizers of the lower level are not unique, and a vector objective in the lower level (instead of a standard case with a scalar objective). This problem, generalizes not only usual (scalar) bilevel programms, but also the difficult vector optimization problem of optimizing a scalar function over the efficient (Pareto) set, as it is shown later in this section.

The paper presents optimality conditions for the following bilevel optimization problem with a convex vector (multiobjective) lower level optimization problem
$\left(\mathrm{BL}_{\sigma}\right)$

$$
\left\{\begin{array}{cl}
\operatorname{minimize}_{x, y} f(x, y) \quad \text { subject to : } \\
(x, y) \in U \subseteq X \times Y & \text { (upper level constraints) } \\
y \in \sigma \text { ARGMIN }_{y^{\prime}}\left\{F\left(x, y^{\prime}\right) \mid y^{\prime} \in S(x)\right\} & \text { (lower level } \sigma \text {-efficiency) }
\end{array}\right.
$$

where $X, Y$ and $Z$ are three real Banach spaces, $C \subset Z$ is a pointed convex cone, i.e. $\mathbb{R}_{+} C+C \subseteq C$ and $C \cap(-C)=\{0\}$, closed, with topological interior int $C \neq \emptyset, f$ is a realvalued map on $X \times Y$ (the upper level objective), $U$ is a subset of $X \times Y$ (the upper level feasible set), $F$ (the lower level vector objective) is a map from $X \times Y$ to $Z \cup\left\{+\infty_{C}\right\}$ (see Section 2 for details) such that, for each $x \in X$, the map $y \mapsto F(x, y)$ is $C$-convex proper, and $S: X \rightrightarrows Y$ is a set-valued map with convex values. The symbol $\sigma \in\{\mathrm{w}, \mathrm{e}, \mathrm{p}\}$, and, for each $x \in X, S(x)$ stands for the lower level feasible set, and (see Section 2 for details) :

- w-ARGMIN ${ }_{y^{\prime}}\left\{F\left(x, y^{\prime}\right) \mid y^{\prime} \in S(x)\right\} \quad$ is the set of the weakly-efficient solutions $(\sigma=\mathrm{w})$;
- e-ARGMIN ${ }_{y^{\prime}}\left\{F\left(x, y^{\prime}\right) \mid y^{\prime} \in S(x)\right\} \quad$ is the set of the efficient solutions ( $\sigma=\mathrm{e}$ );
- p-ARGMIN ${ }_{C}\left\{F\left(x, y^{\prime}\right) \mid y^{\prime} \in S(x)\right\}$ is the set of the properly-efficient solutions ( $\sigma=\mathrm{p}$ )
associated to the convex lower level vector optimization problem :
$(\mathrm{LL})(x) \quad \operatorname{MINIMIZE}_{C} F\left(x, y^{\prime}\right) \quad$ subject to $y^{\prime} \in S(x)$.
Note that the lower level is a parameterized vector optimization problem, the parameter $x$ representing the strategy of the leader. Note also that, in fact there are considered (separately) three different bilevel problems $\left(\mathrm{BL}_{\mathrm{w}}\right),\left(\mathrm{BL}_{\mathrm{e}}\right)$ and $\left(\mathrm{BL}_{\mathrm{p}}\right)$.

To synthesize the ideas, let us consider the set-valued map $\Psi: X \rightrightarrows Y$, defined for each $x \in X$ by

$$
\Psi(x)=\left\{y \in Y \mid(x, y) \in U, \quad y \in \sigma-\text { ARGMIN }_{y^{\prime}}\left\{F\left(x, y^{\prime}\right) \mid y^{\prime} \in S(x)\right\}\right\}
$$

Thus, we have the following equivalent abstract formulation of problem $\left(\mathrm{BL}_{\sigma}\right)$ such as a MPEC problem:

$$
\text { minimize } f(x, y) \text { subject to } y \in \Psi(x), x \in X
$$

We can write this problem equivalently as

$$
\min _{x \in X} \min _{y \in \Psi(x)} f(x, y)
$$

hence it represents the optimistic case.
The following problem represents the pessimistic case
$\left(P B L_{\sigma}\right)$

$$
\min _{x \in X} \max _{y \in \Psi(x)} f(x, y) .
$$

We can see that for both problems (optimistic and pessimistic), the inner optimization, i.e. the optimization with respect to $y$,

$$
\min _{y \in \Psi(x)} f(x, y)
$$

or

$$
\max _{y \in \Psi(x)} f(x, y)
$$

represents, for fixed $x$, the difficult program to optimize a scalar function over a (weakly or properly) efficient (called also Pareto) set.

Assuming that the partial map $y \mapsto f(x, y)$ is a quasi-convex function for each $x \in X$, and that the lower level is given by a linear vector optimization problem, it is possible to solve the inner optimization for the pessimistic case which becomes a combinatorial optimization problem (see e.g. [9]). Then one has to find necessary conditions with respect to $x$. This research will be done in a subsequent paper.

Let us go back to the optimistic case. If we consider also the set-valued function $\varphi$ : $X \rightrightarrows \mathbb{R}$, given, for each $x \in X$, by $\varphi(x)=\{f(x, y) \mid y \in \Psi(x)\}$, we get another equivalent formulation of problem $\left(\mathrm{BL}_{\sigma}\right)$ as a set-valued optimization problem ${ }^{(\mathrm{i})}$

$$
\operatorname{minimize} \varphi(x) \text { subject to } x \in X
$$

The fact that the problem $\left(\mathrm{BL}_{\sigma}\right)$ is a set-valued optimization problems comes from the fact that, even in the standard scalar case when $Z=\mathbb{R}$, for a given $x$, the optimal solution set of the lower level is not in general a singleton, and distinct optimal solutions yield distinct upper level objective values.

The problem ( $\mathrm{BL}_{\mathrm{w}}$ ) (without convexity assumptions) has been studied in [15] using a penalty approach, where its solutions are approximated by sequences of solutions to penalized problems.

The present paper deals not only with weakly-efficient solutions, but also with properlyefficient solutions of the lower level vector optimization problem. First order necessary conditions for the solutions to $\left(\mathrm{BL}_{\mathrm{W}}\right)$ and $\left(\mathrm{BL}_{\mathrm{p}}\right)$ are given. An application is proposed for the case when the lower level is a multiobjective linear programming problem having continuously differentiable data with respect to parameters. The conditions obtained are related to the simplex tableau.

The main motivation of this research is that the semivectorial bilevel problem $\left(\mathrm{BL}_{\sigma}\right)$ covers in particular the following important problems.

[^0]- Optimization over a $\sigma$-efficient set (OES) :

$$
\underset{y}{\operatorname{minimize}} f_{1}(y) \text { subject to } y \in \Psi_{1},
$$

where $\Psi_{1}$ is the set of $\sigma$-efficient solutions associated to the vector optimization problem

$$
\underset{y}{\operatorname{MINIMIZE}_{C} F_{1}(y) \quad \text { subject to } y \in S_{1}, ~}
$$

and $f_{1}: Y \rightarrow \mathbb{R}, F_{1}: Y \rightarrow Z$, and $S_{1} \subseteq Y$. This problem is an important tool in the decision making theory. The main difficulty to solve (OES) is due to its non convexity. Even when all the functions are linear and $S_{1}$ is a polyhedron, the problem (OES) is not convex. Another difficulty is given by the fact that $\Psi_{1}$, the feasible set of (OES), is not known explicitly. For these reasons the problem (OES) was studied intensively during the last two decades by many authors. Thus, the "all linear case", i.e. when $\Psi_{1}$ is a linear functional and the vector optimization problem has linear objectives and constraints has been studied theoretically and some algorithms have been proposed in the papers $[5,6,17,23,28]$. Some nonlinear cases dealing also with theoretical aspects and algorithms may be found in $[3,8,9,10,11,19,20,24]$.
For a survey paper and an extensive bibliography see [30].
The problem (OES) is obtained as a particular case of the bilevel problem $\left(\mathrm{BL}_{\sigma}\right)$ considering $X=\{0\}, U=X \times Y$, and, for every $y \in Y$,

$$
f(0, y)=f_{1}(y), \quad F(0, y)=F_{1}(y), \quad S(0)=S_{1}
$$

- the usual (scalar) bilevel programming problem (SBP) :

$$
\underset{x, y}{\operatorname{minimize}} f(x, y) \quad \text { subject to } \quad G(x, y) \leqslant 0, y \in \Psi(x)
$$

where $\Psi(x)$ is the solution set of the (lower level) scalar minimization problem :

$$
\underset{y^{\prime}}{\min \operatorname{imize}} F\left(x, y^{\prime}\right) \quad \text { subject to } \quad H\left(x, y^{\prime}\right) \leqslant 0
$$

with $x \in \mathbb{R}^{n_{x}}, y \in \mathbb{R}^{n_{y}}, f, F: \mathbb{R}^{n_{x}+n_{y}} \rightarrow \mathbb{R}, G: \mathbb{R}^{n_{x}+n_{y}} \rightarrow \mathbb{R}^{n_{u}}, H: \mathbb{R}^{n_{x}+n_{y}} \rightarrow \mathbb{R}^{n_{l}}$.
We obtain the problem (SBP) from ( $\mathrm{BL}_{\mathrm{w}}$ ) considering $X=\mathbb{R}^{n_{x}}, Y=\mathbb{R}^{n}, Z=\mathbb{R}$, $C=\mathbb{R}_{+}, U=\{(x, y) \in X \times Y \mid G(x, y) \leqslant 0\}$, and for each $x \in X, S(x)=\{y \in$ $Y \mid H(x, y) \leqslant 0\}$.
This problem has been investigated by many authors (see, for example, [21] and [22] for an extensive and recent bibliography with more than 400 references!).

## 5 Preliminaries

Let $\|\cdot\|$ denote the norm of $Z$, and let $\langle\cdot, \cdot\rangle$ denote the duality scalar product between $Z^{*}$ (the topological dual of $Z$ ) and $Z$. The extended space $\bar{Z}=Z \cup\left\{-\infty_{C},+\infty_{C}\right\}$ is introduced in [12]. Recall that a neighborhood of $+\infty_{C}$ is a set $N \subseteq \bar{Z}$ containing $a+C \cup\left\{+\infty_{C}\right\}$ for some $a \in Z$, and its opposite $-N$ is a neighborhood of $-\infty_{C}$. The partial order relation, compatible with the linear structure of $Z$, given by

$$
\forall z, z^{\prime} \in Z, \quad z \leqslant C z^{\prime} \Longleftrightarrow z^{\prime}-z \in C
$$

and the transitive relation

$$
\forall z, z^{\prime} \in Z, \quad z<_{C} z^{\prime} \Longleftrightarrow z^{\prime}-z \in \operatorname{int} C,
$$

are extended to $\bar{Z}$ by

$$
\forall z \in Z, \quad-\infty_{C}<_{C} z<_{C}+\infty_{C}, \quad-\infty_{C} \leqslant_{C} z \leqslant_{C}+\infty_{C}
$$

Note that the embedding $Z \subseteq \bar{Z}$ is continuous and dense.
Let $G$ be an extended-valued map from $Y$ to $Z \cup\left\{+\infty_{C}\right\}$, which is proper, i.e. not identically equal to $+\infty_{C}$, and let $S_{1} \subseteq Y$ be a nonempty set.

The effective domain of $G$ is dom $(G)=\left\{y \in Y \mid G(y) \neq+\infty_{C}\right\}$, the positive polar cone of $C$ is $C^{+}=\left\{\lambda \in Z^{*} \mid\langle\lambda, z\rangle \geq 0 \forall z \in C\right\}$, and denote $C_{0}^{+}=\left\{\lambda \in Z^{*} \mid\langle\lambda, z\rangle>0 \forall z \in C \backslash\{0\}\right\}$. We extend by continuity every $\lambda \in C^{+} \backslash\{0\}$ to $\bar{Z}$, setting (see [12, 13] for more details),

$$
\left\langle\lambda, \pm \infty_{C}\right\rangle= \pm \infty
$$

We denote by $\bar{T}$ the topological closure in the topological space $\bar{Z}$ of the set $T \subseteq \bar{Z}$. The infimal set (resp. weakly infimal set or properly infimal set) of a subset $T \subseteq \bar{Z}$, is the set

$$
\begin{gathered}
\operatorname{INF}_{C}(T)=\left\{z \in \bar{T} \mid \nexists v \in T \backslash\{z\}, \quad v \leqslant_{C} z\right\} \\
\text { (resp. } \quad \mathrm{w}^{2} \mathrm{INF}_{C}(T)=\left\{z \in \bar{T} \mid \nexists v \in T, \quad v<_{C} z\right\} \quad \text { or } \\
\left.\mathrm{p}-\mathrm{INF}_{C}(T)=\left\{z \in \bar{T} \mid \exists K \subseteq Z \text { convex pointed cone, } C \backslash\{0\} \subseteq \operatorname{int} K, \quad z \in \operatorname{INF}_{K}(T)\right\}\right) .
\end{gathered}
$$

According to the definition, we obtain immediately that

$$
\begin{equation*}
\mathrm{p}-\mathrm{INF}_{C}(T) \subseteq \operatorname{INF}_{C}(T) \subseteq \mathrm{w}-\mathrm{INF}_{C}(T) \tag{1}
\end{equation*}
$$

We recall the following result (see [12]).
Proposition 1. Let $T$ be a nonempty subset of $\bar{Z}$. The following statements are equivalent :
(i) $-\infty_{C} \in \mathrm{w}-\mathrm{INF}_{C}(T)$
(ii) $\quad \mathrm{w}-\mathrm{INF}_{C}(T)=\left\{-\infty_{C}\right\}$
(iii) there exists a sequence $\left(z_{n}\right)_{n \in \mathbb{N}}$ in $T$ such that $z_{n} \rightarrow-\infty_{C}$ (for the topology of $\bar{Z}$ )
(iv) $-\infty_{C} \in \bar{T}$.

For the vector optimization problem of the form

$$
\text { MINIMIZE }_{C} G(y) \text { s.t. } y \in S_{1}
$$

a point $a \in Y$ is called :

- efficient (or Pareto) solution, if $a \in S_{1}$, and there is no $y \in S_{1}$ verifying $G(y) \leqslant_{C}$ $G(a), G(y) \neq G(a)$ (in other words $G(a) \in \operatorname{INF}_{C}\left(G\left(S_{1}\right)\right)$ );
- weakly-efficient (or weakly-Pareto) solution if $a \in S_{1}$, and there is no $y \in S_{1}$ verifying

- properly-efficient (or properly-Pareto) solution, if $a \in S_{1}$ and $G(a) \in \mathrm{p}-\operatorname{INF}_{C}\left(G\left(S_{1}\right)\right)$.

The set of efficient solutions (resp. weakly-efficient, or properly-efficient solutions) will be denoted e-ARGMIN ${ }_{C}\left\{G(y) \mid y \in S_{1}\right\}$ (resp. w-ARGMIN ${ }_{C}\left\{G(y) \mid y \in S_{1}\right\}$ or p-ARGMIN $\left.{ }_{C}\left\{G(y) \mid y \in S_{1}\right\}\right)$.

According to (1) we obtain immediately the inclusions :

$$
\begin{align*}
\operatorname{p-ARGMIN}_{C}\left\{G(y) \mid y \in S_{1}\right\} & \subseteq{\mathrm{e}-\operatorname{ARGMIN}_{C}\left\{G(y) \mid y \in S_{1}\right\}} \\
& \subseteq \mathrm{w}-\operatorname{ARGMIN}_{C}\left\{G(y) \mid y \in S_{1}\right\} \tag{2}
\end{align*}
$$

To solve the vector optimization problem (VOP) :

$$
\text { MINIMIZE }_{C} G(y) \text { s.t. } y \in Y
$$

means to find the set of the (weak or proper) efficient solutions.
Notice that a particular constrained vector optimization problem (CVOP)

$$
\operatorname{MINIMIZE}_{C} G_{0}(y) \text { s.t. } y \in S_{1}
$$

where $S_{1} \subseteq Y$ is the feasible set, and $G_{0}$ is a map from $S_{1}$ to $Z$, is equivalent to the unconstrained extended-valued vector optimization problem (VOP) with

$$
G(y)= \begin{cases}G_{0}(y) & \text { if } y \in S_{1} \\ +\infty_{C} & \text { if } y \in Y \backslash S_{1}\end{cases}
$$

The problems (CVOP) and (VOP) are equivalent in the sense that they have the same efficient solutions (resp. weakly efficient and properly efficient solutions)), and the same infimal set (resp. weakly and properly infimal set).

Suppose $Y$ be a topological vector space. A map $G: S_{1} \subseteq Y \rightarrow Z \cup\left\{+\infty_{C}\right\}$, where $S_{1}$ is a convex set, is called $C$-convex if :

$$
\left.\forall y_{1}, y_{2} \in S_{1}, \alpha \in\right] 0,1\left[, \quad G\left((1-\alpha) y_{1}+\alpha y_{2}\right) \leqslant_{C}(1-\alpha) G\left(y_{1}\right)+\alpha G\left(y_{2}\right)\right.
$$

(with the conventions $\infty_{C}+\infty_{C}=\infty_{C}, \alpha \cdot\left(+\infty_{C}\right)=+\infty_{C}$, for each positive number $\alpha$ ).
We recall the following scalarization result (see e.g. [25]) known for finite vector valued functions but which could be immediately generalized to extended valued vector functions.

Theorem 1. Let $Y$ be a topological vector space. If $S_{1} \subseteq Y$ is a convex set and $G: S_{1} \rightarrow$ $Z \cup\left\{+\infty_{C}\right\}$ is a $C$-convex proper map, then we have

$$
\begin{aligned}
& \text { w-ARGMIN }_{C}\left\{G(y) \mid y \in S_{1}\right\}=\bigcup_{\lambda \in C^{+} \backslash\{0\}} \operatorname{argmin}\left\{\langle\lambda, G(y)\rangle \mid y \in S_{1}\right\} \\
& \text { p-ARGMIN }_{C}\left\{G(y) \mid y \in S_{1}\right\}=\bigcup_{\lambda \in C_{0}^{+}} \operatorname{argmin}\left\{\langle\lambda, G(y)\rangle \mid y \in S_{1}\right\}
\end{aligned}
$$

## 3 Optimality Conditions

### 3.1 Some Results about Set-Valued Map

Let $\mathcal{X}, \mathcal{Y}$ be real Banach spaces and let $G: \mathcal{X} \rightrightarrows \mathcal{Y}$ be a set-valued map, $A \subseteq \mathcal{X}$ and $B \subseteq \mathcal{Y}$. Denote

$$
\operatorname{dom} G=\{x \in \mathcal{X} \mid G(x) \neq \emptyset\}, \quad \operatorname{Gr}(G)=\{(x, y) \in \mathcal{X} \times \mathcal{Y} \mid y \in G(x)\}
$$

$$
G(A)=\bigcup_{x \in A} G(x) \quad G^{-}(B)=\{x \in \mathcal{X} \mid G(x) \cap B \neq \emptyset\}
$$

$G_{A}: \mathcal{X} \rightrightarrows \mathcal{Y}, G_{A}(x):=G(x)(\forall x \in A), \operatorname{dom} G_{A}:=(\operatorname{dom} G) \cap A$.
The contingent cone $T(A, x)$ of the set $A$ at the point $x \in A$ is the set of the elements $h \in \mathcal{X}$ such that there exists a sequence $\left(x_{n}\right)_{n \geqslant 1}$ of elements of $A$ and a sequence $\left(t_{n}\right)_{n \geqslant 1}$ of positive real numbers such that

$$
x=\lim x_{n} \quad \text { and } \quad h=\lim t_{n}\left(x_{n}-x\right) .
$$

The contingent derivative $D G\left(x_{0}, y_{0}\right): \mathcal{X} \rightrightarrows \mathcal{Y}$ of $G$ at $\left(x_{0}, y_{0}\right) \in \operatorname{Gr}(G)$ is defined by

$$
\operatorname{Gr}\left(D G\left(x_{0}, y_{0}\right)\right)=T\left(\operatorname{Gr}(G),\left(x_{0}, y_{0}\right)\right)
$$

This is equivalent to say that, for each $x \in \mathcal{X}, y \in D G\left(x_{0}, y_{0}\right)(x) \Longleftrightarrow$

$$
\exists t_{n}>0,\left(x_{n}, y_{n}\right) \in \operatorname{Gr}(G): \lim \left(x_{n}, y_{n}\right)=\left(x_{0}, y_{0}\right) \text { and }(x, y)=\lim t_{n}\left(x_{n}-x_{0}, y_{n}-y_{0}\right) .
$$

Let $\mathcal{Y} \supset \mathcal{C}$ be a closed convex pointed cone with nonempty interior. A point $\left(x_{0}, y_{0}\right) \in$ $\operatorname{Gr}(G)$ is a $\sigma$-solution $(\sigma \in\{\mathrm{p}, \mathrm{e}, \mathrm{w}\})$ for the problem :

$$
\begin{equation*}
\sigma-\operatorname{MINIMIZE}_{\mathcal{C}} G(x) \text { s.t. } \quad x \in A \tag{3}
\end{equation*}
$$

if $x_{0} \in A$ and $y_{0} \in \sigma-\operatorname{INF}_{\mathcal{C}} G(A)$.
In the sequel we need the following results which we recall for reader's convenience.
Proposition 2. [4, pp. 442-443] Let $\mathcal{X}, \mathcal{Y}, \mathcal{Z}$ be real Banach spaces, let $G: \mathcal{X} \rightrightarrows \mathcal{Y}$ be $a$ set valued map, and let $g: \Omega \rightarrow \mathcal{Z}$ be a continuously differentiable (single-valued) function in an open neighborhood $\Omega$ of the image $G(\mathcal{X})$ of $G$. Then for all $x_{0} \in \mathcal{X}, y_{0} \in G\left(x_{0}\right)$,

$$
\begin{equation*}
\forall x \in \mathcal{X}, \quad D(g \circ G)\left(x_{0}, g\left(y_{0}\right)\right)(x) \supset \nabla g\left(y_{0}\right) \cdot D G\left(x_{0}, y_{0}\right)(x) \tag{4}
\end{equation*}
$$

where $\nabla g\left(y_{0}\right)$ denotes the Fréchet derivative of $g$ at $y_{0}$.
Theorem 2. [18] If $\left(x_{0}, y_{0}\right)$ is a $\sigma$-solution of problem (3) then

$$
\begin{equation*}
\forall x \in \mathcal{X}, \quad D G_{A}\left(x_{0}, y_{0}\right)(x) \cap \operatorname{int}(-\mathcal{C})=\emptyset \tag{5}
\end{equation*}
$$

### 3.2 Back to the Bilevel Problem ( $\mathrm{BL}_{\sigma}$ )

Let $\mathcal{E}: X \times Z^{*} \rightrightarrows Y$ be given by

$$
\mathcal{E}(x, \lambda)= \begin{cases}\underset{y \in S(x)}{\operatorname{argmin}}\langle\lambda, F(x, y)\rangle & \text { if }(x, \lambda) \in X \times C^{+} \backslash\{0\} \\ \emptyset & \text { if }(x, \lambda) \notin X \times C^{+} \backslash\{0\}\end{cases}
$$

Denote

$$
\Lambda_{\sigma}=\left\{\begin{array}{l}
C^{+} \backslash\{0\} \text { if } \sigma=w \\
C_{0}^{+} \text {if } \sigma=p
\end{array}\right.
$$

Then, according to Theorem 1, we have :

$$
\forall x \in X, \quad \sigma-\operatorname{ARGMIN}_{y} \in S(x)<(x, y)=\mathcal{E}\left(x, \Lambda_{\sigma}\right), \quad \sigma \in\{\mathrm{w}, \mathrm{p}\} .
$$

Consider the set-valued map $\Phi_{\sigma}: X \times Z^{*} \rightrightarrows X \times Y$ given by

$$
\Phi_{\sigma}(x, \lambda)=\left\{\begin{array}{ll}
(\{x\} \times \mathcal{E}(x, \lambda)) \cap U & \text { if }(x, \lambda) \in X \times \Lambda_{\sigma}  \tag{6}\\
\emptyset & \text { if }(x, \lambda) \notin X \times \Lambda_{\sigma}
\end{array} \quad \sigma \in\{\mathrm{w}, \mathrm{p}\}\right.
$$

and the scalar set-valued minimization problem :

$$
\left(\mathrm{SSM}_{\sigma}\right) \quad \text { minimize }\left(f \circ \Phi_{\sigma}\right)(x, \lambda) \text { subject to }(x, \lambda) \in X \times Z^{*} .
$$

Recall that a point $\left(\left(x_{0}, \lambda_{0}\right), t_{0}\right) \in \operatorname{Gr}\left(f \circ \Phi_{\sigma}\right)$ is a solution of $\left(\mathrm{SSM}_{\sigma}\right)$

$$
\Longleftrightarrow \quad t_{0}=\inf \left(f \circ \Phi_{\sigma}\right)\left(X \times Z^{*}\right)
$$

Proposition 3. Let $\sigma \in\{\mathrm{w}, \mathrm{p}\}$. The problem $\left(B L_{\sigma}\right)$ is equivalent to the problem ( $S S M_{\sigma}$ ) in the following sense.

If $\left(x_{0}, y_{0}\right)$ is a solution of $\left(B L_{\sigma}\right)$, then $\mathcal{E}\left(x_{0}, \cdot\right)_{\Lambda_{\sigma}}^{-}\left(\left\{y_{0}\right\}\right) \neq \emptyset$ and, for each $\lambda_{0} \in$ $\mathcal{E}\left(x_{0}, \cdot\right)_{\Lambda_{\sigma}}^{-}\left(\left\{y_{0}\right\}\right)$, the point $\left(\left(x_{0}, \lambda_{0}\right), f\left(x_{0}, y_{0}\right)\right)$ is a solution of $\left(S S M_{\sigma}\right)$.

Conversely, if $\left(\left(x_{0}, \lambda_{0}\right), t_{0}\right)$ is a solution of $\left(S S M_{\sigma}\right)$, then there exists $y_{0} \in \mathcal{E}\left(x_{0}, \lambda_{0}\right)$ such that $\left(x_{0}, y_{0}\right)$ is a solution of $\left(B L_{\sigma}\right)$ and $t_{0}=f\left(x_{0}, y_{0}\right)$.

Proof. Let $\left(x_{0}, y_{0}\right)$ be a solution of $\left(\mathrm{BL}_{\sigma}\right)$. Then $\left(x_{0}, y_{0}\right) \in U, y_{0} \in \sigma-\operatorname{ARGMIN}_{C} F\left(x_{0}, y\right)=$ $y \in S\left(x_{0}\right)$
$\mathcal{E}\left(x_{0}, \Lambda_{\sigma}\right)$ and, for all $(x, y) \in U$ such that $y \in \sigma-\operatorname{ARGMIN}_{C} F(x, y)$, we have $f\left(x_{0}, y_{0}\right) \leqslant$ $y \in S(x)$
$f(x, y)$. There exists $\bar{\lambda} \in \Lambda_{\sigma}$ such that $y_{0} \in \mathcal{E}\left(x_{0}, \bar{\lambda}\right)$, hence $\left(x_{0}, y_{0}\right) \in \Phi_{\sigma}\left(x_{0}, \bar{\lambda}\right)$. Let $\lambda_{0} \in$ $\mathcal{E}\left(x_{0}, \cdot\right)_{\Lambda_{\sigma}}^{-}\left(\left\{y_{0}\right\}\right) \neq \emptyset$ (because $\bar{\lambda} \in \mathcal{E}\left(x_{0}, \cdot\right)_{\Lambda_{\sigma}}^{-}\left(\left\{y_{0}\right\}\right)$. It follows that $\left(x_{0}, y_{0}\right) \in \Phi_{\sigma}\left(x_{0}, \lambda_{0}\right)$, hence $\left(\left(x_{0}, \lambda_{0}\right), f\left(x_{0}, y_{0}\right)\right) \in \operatorname{Gr}\left(f \circ \Phi_{\sigma}\right)$. Let $(x, \lambda) \in \operatorname{dom}\left(f \circ \Phi_{\sigma}\right)=\operatorname{dom} \mathcal{E}$ and $t \in$ $\left(f \circ \Phi_{\sigma}\right)(x, \lambda)$. There exists $y \in \mathcal{E}(x, \lambda) \subseteq \sigma-\operatorname{ARGMIN}_{C} F(x, y)$ such that $(x, y) \in U$ and $y \in S(x)$
$t=f(x, y)$. Thus $(x, y)$ is feasible for problem $\left(\mathrm{BL}_{\sigma}\right)$, hence $f\left(x_{0}, y_{0}\right) \leqslant f(x, y)$. We conclude that $f\left(x_{0}, y_{0}\right)=\inf \left(f \circ \Phi_{\sigma}\right)\left(X \times Z^{*}\right)$, therefore $\left(\left(x_{0}, y_{0}\right), f\left(x_{0}, y_{0}\right)\right)$ is a solution of $\left(\operatorname{SSM}_{\sigma}\right)$.

Conversely, let $\left(\left(x_{0}, \lambda_{0}\right), t_{0}\right)$ be a solution of $\left(\mathrm{SSM}_{\sigma}\right)$. We have $t_{0} \in\left(f \circ \Phi_{\sigma}\right)\left(x_{0}, \lambda_{0}\right)$, hence there exists $y_{0} \in \mathcal{E}\left(x_{0}, \lambda_{0}\right)$ such that $\left(x_{0}, y_{0}\right) \in \Phi_{\sigma}\left(x_{0}, \lambda_{0}\right)$ and $t_{0}=f\left(x_{0}, y_{0}\right)$. Thus
$\left(x_{0}, y_{0}\right) \in U$ and $y_{0} \in \sigma-\operatorname{ARGMIN}_{C} F\left(x_{0}, y\right)$, i.e. $\left(x_{0}, y_{0}\right)$ is feasible for problem $\left(\mathrm{BL}_{\sigma}\right)$. On $y \in S\left(x_{0}\right)$
the other hand, since $t_{0}=\inf \left(f \circ \Phi_{\sigma}\right)\left(X \times Z^{*}\right)$ and any feasible solution $(x, y)$ of problem $\left(\mathrm{BL}_{\sigma}\right)$ verifies $(x, y) \in \Phi_{\sigma}(x, \lambda)$ for some $\lambda \in \Lambda_{\sigma}$, we obtain $f\left(x_{0}, y_{0}\right) \leqslant f(x, y)$, hence $\left(x_{0}, y_{0}\right)$ is a solution of $\left(\mathrm{BL}_{\sigma}\right)$.

Now we can state the results about the optimality conditions.
Theorem 3. Let $f$ be continuously differentiable and let ( $x_{0}, y_{0}$ ) be a minimizer for problem $\left(B L_{\sigma}\right), \sigma \in\{\mathrm{w}, \mathrm{p}\}$. Then $\mathcal{E}\left(x_{0}, \cdot\right)_{\Lambda_{\sigma}}^{-}\left(\left\{y_{0}\right\}\right) \neq \emptyset$ and, for each $\lambda_{0} \in \mathcal{E}\left(x_{0}, \cdot\right)_{\Lambda_{\sigma}}^{-}\left(\left\{y_{0}\right\}\right)$, and for each $(x, \lambda) \in X \times Z^{*}$,

$$
\nabla f\left(x_{0}, y_{0}\right) \cdot D \Phi_{\sigma}\left(\left(x_{0}, \lambda_{0}\right),\left(x_{0}, y_{0}\right)\right)(x, \lambda) \subseteq[0,+\infty[
$$

Proof. Let $\left(x_{0}, y_{0}\right)$ be a solution to $\left(\mathrm{BL}_{\sigma}\right)$. According to Proposition 3, the set $\mathcal{E}\left(x_{0}, \cdot\right)_{\Lambda_{\sigma}}^{-}\left(\left\{y_{0}\right\}\right)$ is not empty and, for any $\lambda_{0} \in \mathcal{E}\left(x_{0}, \cdot\right)_{\Lambda_{\sigma}}^{-}\left(\left\{y_{0}\right\}\right)$, the point $\left(\left(x_{0}, \lambda_{0}\right), f\left(x_{0}, y_{0}\right)\right)$ is a solution to $\left(\mathrm{SSM}_{\sigma}\right)$. By Theorem 2, since $f \circ \Phi_{\sigma}$ is real set-valued and the order cone in $\mathbb{R}$ is the half-line $\left[0,+\infty\left[\right.\right.$, we have that for all $(x, \lambda) \in X \times Z^{*}$

$$
D\left(f \circ \Phi_{\sigma}\right)\left(\left(x_{0}, \lambda_{0}\right), f\left(x_{0}, y_{0}\right)\right)(x, \lambda) \subseteq[0,+\infty[.
$$

Using Proposition 2 we have that

$$
\begin{gathered}
\forall(x, \lambda) \in X \times Z^{*} \\
\nabla f\left(x_{0}, y_{0}\right) \cdot D \Phi_{\sigma}\left(\left(x_{0}, \lambda_{0}\right),\left(x_{0}, y_{0}\right)\right)(x, \lambda) \subseteq D\left(f \circ \Phi_{\sigma}\right)\left(\left(x_{0}, \lambda_{0}\right), f\left(x_{0}, y_{0}\right)\right)(x, \lambda)
\end{gathered}
$$

which completes the proof.
Next we will give a more explicit form of the above theorem.
Notice first that, using the definition of $\Phi_{\sigma}$ and of its contingent derivative, it is easy to see that for all $\left(x, \lambda, x^{\prime}, y\right) \in X \times Z^{*} \times X \times Y$, we have

$$
\begin{aligned}
\left(x^{\prime}, y\right) \in D \Phi_{\sigma}\left(\left(x_{0}, \lambda_{0}\right),\left(x_{0}, y_{0}\right)\right)(x, \lambda) & \Longleftrightarrow \\
x^{\prime}=x, & (x, y) \in T\left(U,\left(x_{0}, y_{0}\right)\right) \text { and } y \in D \mathcal{E}\left(x_{0}, \lambda_{0}\right)(x, \lambda) .
\end{aligned}
$$

Thus, denoting by $\nabla_{1} f\left(x_{0}, y_{0}\right) \in X^{*}$ and $\nabla_{2} f\left(x_{0}, y_{0}\right) \in Y^{*}$ the partial Fréchet derivatives of $f$ in $\left(x_{0}, y_{0}\right)^{(\text {ii) }}$, we can state the following.
Theorem 4. Let $f$ be continuously differentiable and let ( $x_{0}, y_{0}$ ) be a minimizer for ( $B L_{\sigma}$ ), $\sigma \in\{\mathrm{w}, \mathrm{p}\}$. Then $\mathcal{E}\left(x_{0}, \cdot\right)_{\Lambda_{\sigma}}^{-}\left(\left\{y_{0}\right\}\right) \neq \emptyset$ and, for each $\lambda_{0} \in \mathcal{E}\left(x_{0}, \cdot\right)_{\Lambda_{\sigma}}^{-}\left(\left\{y_{0}\right\}\right)$, and for all $(x, y, \lambda) \in X \times Y \times Z^{*}$,

$$
\begin{equation*}
(x, y) \in T\left(U,\left(x_{0}, y_{0}\right)\right), \quad y \in D \mathcal{E}\left(x_{0}, \lambda_{0}\right)(x, \lambda) \Longrightarrow \nabla_{1} f\left(x_{0}, y_{0}\right)(x)+\nabla_{2} f\left(x_{0}, y_{0}\right)(y) \geqslant 0 \tag{7}
\end{equation*}
$$

### 3.3 The Case when the Lower Level is a Linear Multiobjective Optimization Problem

In this subsection is studied the important particular case when $X$ is a finite dimensional normed linear space, $\Omega$ is an open subset of $X, Y=\mathbb{R}^{p}, Z=\mathbb{R}^{r}, C=\mathbb{R}_{+}^{r}, U=\Omega \times Y$, and the lower level is linear in $y$, i.e. we deal with the semilinear semivectorial bilevel problem :

$$
\begin{equation*}
\min _{x, y} f(x, y) \text { subject to } \tag{BLL}
\end{equation*}
$$

[^1]\[

$$
\begin{aligned}
& (x, y) \in \Omega \times \mathbb{R}^{p}, \text { and for any } x \in \Omega, y \text { is an efficient solution to } \\
& \text { e-MINIMIZE } \mathbb{R}_{+}^{r}\left\{C(x) y^{\prime} \mid A(x) y^{\prime}=b(x), y^{\prime} \geqslant 0\right\} .
\end{aligned}
$$
\]

The functions ${ }^{(\text {iii })} f: \Omega \times \mathbb{R}^{p} \rightarrow \mathbb{R}, A: \Omega \rightarrow \mathbb{R}^{m \times p}, b: \Omega \rightarrow \mathbb{R}^{m}, C: \Omega \rightarrow \mathbb{R}^{r \times p}$ are continuously differentiable. Of course, $m<p$, and we suppose that

$$
\begin{equation*}
\text { rank of } A(x)=m \text { for all } x \in \Omega \tag{H1}
\end{equation*}
$$

It is well known that for a linear multiobjective problem the efficient set and the properly efficient set coincide. So, we have the same problem if we replace the symbol "e" by "p" in the lower level.

For any matrix $M \in \mathbb{R}^{l \times q}$, we denote $m_{i}$ its $i^{\text {th }}$ column, and for any index subset $I=\left\{i_{1}, \ldots, i_{k}\right\} \subset\{1, \ldots, q\}$ with $i_{1}<\ldots<i_{k}$, we denote $M_{I}=\left[m_{i_{1}} \ldots m_{i_{k}}\right] \in \mathbb{R}^{l \times k}$. Also, if $z=\left[z_{1} \cdots z_{q}\right]^{T} \in \mathbb{R}^{q}$ is a (column) vector, we denote $z_{I}=\left[\begin{array}{lll}z_{i_{1}} & \cdots & z_{i_{k}}\end{array}\right]^{T} \in \mathbb{R}^{k}$.

Recall that an index set $B=\left\{i_{1}, \ldots, i_{m}\right\} \subset\{1, \ldots, p\}, i_{1}<\cdots<i_{m}$ is called a basis of the matrix $A(x),(x \in \Omega)$ if the matrix $A(x)_{B}$ is invertible. For any basis $B$ of $A(x)$, denoting $\hat{B}=\{1, \ldots, p\} \backslash B$, we can write the system $A(x) y=b(x)$ in an equivalent form as

$$
\begin{equation*}
y_{B}=A(x)_{B}^{-1}\left(b(x)-A(x)_{\hat{B}} y_{\hat{B}}\right) . \tag{8}
\end{equation*}
$$

For any solution $y$ to the above system, we have

$$
\begin{equation*}
C(x) y=\left(C(x)_{\hat{B}}-C(x)_{B} A(x)_{B}^{-1} A(x)_{\hat{B}}\right) y_{\hat{B}}+C(x)_{B} A(x)_{B}^{-1} b(x) . \tag{9}
\end{equation*}
$$

The solution $y^{B}$ with $y_{\hat{B}}^{B}=0$, hence $y_{B}^{B}=A(x)_{B}^{-1} b(x)$, is called basic solution of the system (8).

We say that the basis $B$ of $A(x)$ is feasible for the convex polyhedron $S(x):=\{y \in$ $\left.\mathbb{R}^{p} \mid A(x) y=b(x), y \geqslant 0\right\}$ iff $A(x)_{B}^{-1} b(x) \geqslant 0$. The associated basic solution is called basic feasible solution of $S(x)$. It is well known that, for any point $y$ belonging to $S(x)$, we have

$$
y \text { is a basic feasible solution } \Longleftrightarrow y \text { is an extremal point (vertex) of } S(x)^{(\text {iv })} .
$$

For each $x \in \Omega$, denote $V(x)$ the set of vertices of $S(x)$,

$$
\mathcal{B}(x)=\{B \subset\{1, \ldots, n\} \mid B \text { is a feasible basis for } S(x)\}
$$

Denote also

$$
\mathcal{B}=\bigcup_{x \in \Omega} \mathcal{B}(x) .
$$

Notice that $\mathcal{B}$ is a finite set.
Let $x \in \Omega, B \in \mathcal{B}(x)$, and $\lambda \in$ int $\mathbb{R}_{+}^{r}$. Since $S(x)=\left\{y \in \mathbb{R}^{p} \mid y_{B}\right.$ satisfies (8), $y_{B} \geqslant$ $\left.0, y_{\hat{B}} \geqslant 0\right\}$, it is clear from (9) that the basic feasible solution $y^{B}$ associated to $B$ is an optimal solution to the scalarized problem associated to $(x, \lambda)$ :

$$
\min _{y} \lambda^{T} C(x) y \quad \text { s.t. } y \in S(x)
$$

[^2]iff all the coefficients of the non basic variables in the reduced objective are positive. Hence
\[

$$
\begin{equation*}
y^{B} \in \mathcal{E}(x, \lambda) \Longleftrightarrow \lambda^{T}\left(C(x)_{\hat{B}}-C(x)_{B} A(x)_{B}^{-1} A(x)_{\hat{B}}\right) \geqslant 0 \tag{10}
\end{equation*}
$$

\]

For every $(x, \lambda) \in \Omega \times \operatorname{int}\left(\mathbb{R}_{+}^{r}\right)$, let us denote

$$
\mathcal{B}(x, \lambda)=\left\{B \in \mathcal{B}(x): y^{B} \in \mathcal{E}(x, \lambda)\right\}
$$

Thus, relation (10) may be rewritten in the form

$$
\begin{equation*}
B \in \mathcal{B}(x, \lambda) \Longleftrightarrow \lambda^{T}\left(C(x)_{\hat{B}}-C(x)_{B} A(x)_{B}^{-1} A(x)_{\hat{B}}\right) \geqslant 0, \text { and } A(x)_{B}^{-1} b(x) \geqslant 0 \tag{11}
\end{equation*}
$$

Moreover, it is easy to see that, for any $B \in \mathcal{B}(x, \lambda)$ and $y \in \mathbb{R}^{p}$, we have

$$
\begin{equation*}
y \in \mathcal{E}(x, \lambda) \Longleftrightarrow y \in S(x) \text { and } \lambda^{T}\left(C(x)_{\hat{B}}-C(x)_{B} A(x)_{B}^{-1} A(x)_{\hat{B}}\right) y_{\hat{B}}=0 \tag{12}
\end{equation*}
$$

Since the solution set of a linear programming problem is a face of the feasible polyhedron which coincide with the convex hull of the basic optimal solutions (see [31, Theorem 2.4.12]), we have :

$$
\begin{equation*}
\forall(x, \lambda) \in \Omega \times \operatorname{int} \mathbb{R}_{+}^{r}, \quad \mathcal{E}(x, \lambda)=\operatorname{conv}(V(x) \cap \mathcal{E}(x, \lambda))=\operatorname{conv}\left\{y^{B} \mid B \in \mathcal{B}(x, \lambda)\right\} \tag{13}
\end{equation*}
$$

Recall that a basis $B \in \mathcal{B}(x)$ is called not degenerate if $A(x)_{B}^{-1} b(x)>0$.
We make the following assumption :

$$
\begin{equation*}
\text { For every } x \in \Omega \text {, every basis } B \in \mathcal{B}(x) \text { is not degenerate. } \tag{H2}
\end{equation*}
$$

In other words, for each $B \in \mathcal{B}$ and for all $x \in \Omega$,

$$
\operatorname{det} A(x)_{B} \neq 0, \quad A(x)_{B}^{-1} b(x) \geqslant 0 \Longrightarrow A(x)_{B}^{-1} b(x)>0
$$

We obtain easily the following.
Remark 1. For each $B \in \mathcal{B}$, the set $D_{B}:=\{x \in \Omega \mid B \in \mathcal{B}(x)\}$ is open.
Indeed, denoting $S_{B}=\left\{x \in \Omega \mid \operatorname{det} A(x)_{B} \neq 0\right\}$ (which is an open set), we have $D_{B}=\left\{x \in S_{B} \mid A(x)_{B}^{-1} b(x) \geqslant 0\right\}$, and (H2) implies $\left\{x \in S_{B} \mid A(x)_{B}^{-1} b(x) \geqslant 0\right\}=\{x \in$ $\left.S_{B} \mid A(x)_{B}^{-1} b(x)>0\right\}$. The last set is obviously open.

Lemma 1. Let $\left(x_{0}, \lambda_{0}\right) \in \Omega \times$ int $\mathbb{R}_{+}^{r}$. Then there exists an open neighborhood $U$ of $\left(x_{0}, \lambda_{0}\right)$ in $\Omega \times \operatorname{int}\left(\mathbb{R}_{+}^{r}\right)$ such that, for each $(x, \lambda) \in U$ we have

$$
\mathcal{B}(x, \lambda) \subseteq \mathcal{B}\left(x_{0}, \lambda_{0}\right)
$$

Proof. Let us assume by contradiction that, for each open neighborhood $U$ of $\left(x_{0}, \lambda_{0}\right)$, there exists $\left(x_{U}, \lambda_{U}\right) \in U$ such that $\mathcal{B}\left(x_{U}, \lambda_{U}\right) \not \subset \mathcal{B}\left(x_{0}, \lambda_{0}\right)$. Thus we can find a sequence $\left(x_{n}, \lambda_{n}\right)_{n \geqslant 1}$ converging to $\left(x_{0}, \lambda_{0}\right)$ and a sequence $\left(B_{n}\right)$ with $B_{n} \in \mathcal{B}\left(x_{n}, \lambda_{n}\right)$ such that, for all $n$ we have $B_{n} \notin \mathcal{B}\left(x_{0}, \lambda_{0}\right)$. Since $B_{n} \in \mathcal{B}$ which is a finite set, we can find a strictly increasing function $\varphi: \mathbb{N} \rightarrow \mathbb{N}$ such that the subsequence $\left(B_{\varphi(n)}\right)_{n \geqslant 1}$ is constant. Thus $B_{\varphi(n)}=B$ for all $n$, and we have

$$
\lambda_{\varphi(n)}^{T}\left(C\left(x_{\varphi(n)}\right)_{\hat{B}}-C\left(x_{\varphi(n)}\right)_{B} A\left(x_{\varphi(n)}\right)_{B}^{-1} A\left(x_{\varphi(n)}\right)_{\hat{B}}\right) \geqslant 0, \text { and } A\left(x_{\varphi(n)}\right)_{B}^{-1} b\left(x_{\varphi(n)}\right)>0 .
$$

Letting $n \rightarrow+\infty$, we obtain

$$
\lambda_{0}^{T}\left(C\left(x_{0}\right)_{\hat{B}}-C\left(x_{0}\right)_{B} A\left(x_{0}\right)_{B}^{-1} A\left(x_{0}\right)_{\hat{B}}\right) \geqslant 0, \text { and } A\left(x_{0}\right)_{B}^{-1} b\left(x_{0}\right) \geqslant 0,
$$

which means that $B \in \mathcal{B}\left(x_{0}, \lambda_{0}\right)$. Contradiction!

For any $B \in \mathcal{B}$ define the continuously differentiable maps

$$
\begin{aligned}
x \mapsto R(B ; x) & :=C(x)_{\hat{B}}-C(x)_{B} A(x)_{B}^{-1} A(x)_{\hat{B}} \\
x \mapsto S(B ; x) & :=A(x)_{B}^{-1} A(x)_{\hat{B}} \\
x \mapsto U(B ; x) & :=A(x)_{B}^{-1} b(x)
\end{aligned}
$$

from the open set $D_{B}$ (see Remark 1) to $\mathbb{R}^{r \times(p-m)}, \mathbb{R}^{m \times(p-m)}$ and $\mathbb{R}^{m}$ respectively.
Notice that (H2) is equivalent to say that, for any $B \in \mathcal{B}$ and $x \in D_{B}$, we have $U(B ; x)>0$.

Relation (10) implies that, for any $\left(x_{0}, \lambda_{0}\right) \in\left(\Omega \times \operatorname{int} \mathbb{R}_{+}^{r}\right) \cap \operatorname{dom} \mathcal{E}$ and $\mathcal{B} \in \mathcal{B}\left(x_{0}\right)$,

$$
\begin{equation*}
B \in \mathcal{B}\left(x_{0}, \lambda_{0}\right) \Longleftrightarrow \lambda_{0}^{T} R\left(B ; x_{0}\right) \geqslant 0 \tag{14}
\end{equation*}
$$

Also it is obvious that, for any $B \in \mathcal{B}\left(x_{0}, \lambda_{0}\right)$ and $y_{0} \in \mathbb{R}^{p}$, we have $y_{0} \in \mathcal{E}\left(x_{0}, \lambda_{0}\right)$ iff

$$
\begin{align*}
& S\left(B ; x_{0}\right) y_{0 \hat{B}} \leqslant U\left(B ; x_{0}\right), \\
& y_{0_{B}}=U\left(B ; x_{0}\right)-S\left(B ; x_{0}\right) y_{0} \hat{B},  \tag{15}\\
& y_{0 \hat{B}} \geqslant 0, \text { and } \lambda_{0}^{T} R\left(B ; x_{0}\right) y_{0} \hat{B}=0 .
\end{align*}
$$

Notice that in this case

$$
\lambda_{0}^{T} R\left(B ; x_{0}\right) y_{0} \hat{B}=0 \Longleftrightarrow \lambda_{0}^{T} R\left(B ; x_{0}\right)_{i} y_{0_{i}}=0 \quad \forall i \in \hat{B} .
$$

Let us recall that the relative interior of a convex set $K$ in $\mathbb{R}^{p}$, denoted ri $K$ is its interior relative to its affine hull. We have (see e.g. [16, page 8])

$$
\text { ri } K=\{y \in K \mid(\forall z \in K)(\exists \varepsilon>0) \quad y+\varepsilon(y-z) \in K\}
$$

Lemma 2. Let $\left(x_{0}, \lambda_{0}\right) \in\left(\Omega \times \operatorname{int} \mathbb{R}_{+}^{r}\right) \cap \operatorname{dom} \mathcal{E}$, $y_{0} \in \mathcal{E}\left(x_{0}, \lambda_{0}\right)$ and $\mathcal{B} \in \mathcal{B}\left(x_{0}, \lambda_{0}\right)$. Denote

$$
\begin{equation*}
I\left(x_{0}, \lambda_{0}, B\right)=\left\{i \in \hat{B} \mid \lambda_{0}^{T} R\left(B ; x_{0}\right)_{i}=0\right\} \tag{16}
\end{equation*}
$$

Then, $y_{0} \in \operatorname{ri} \mathcal{E}\left(x_{0}, \lambda_{0}\right)$ iff

$$
\begin{align*}
& \forall i \in I\left(x_{0}, \lambda_{0}, B\right), \quad y_{0 i}>0  \tag{17}\\
& \quad S\left(B ; x_{0}\right) y_{0 \hat{B}}<U\left(B ; x_{0}\right) . \tag{18}
\end{align*}
$$

Proof. Suppose $y_{0} \in \operatorname{ri} \mathcal{E}\left(x_{0}, \lambda_{0}\right)$. Since $y_{0} \in \mathcal{E}\left(x_{0}, \lambda_{0}\right)$, from (15) and the definition of $I\left(x_{0}, \lambda_{0}, B\right)$ we obtain

$$
S\left(B ; x_{0}\right) y_{0_{\hat{B}}}=\sum_{i \in I\left(x_{0}, \lambda_{0}, B\right)} A\left(x_{0}\right)_{B}^{-1} A\left(x_{0}\right)_{i} y_{0}
$$

Let $i \in I\left(x_{0}, \lambda_{0}, B\right)$. Denote $v^{i} \in \mathbb{R}^{\hat{B}}$ the vector defined by $v_{j}^{i}=0$ for all $j \in \hat{B} \backslash\{i\}$, and $v_{i}^{i}=1$. Since assumption (H2) holds, there exists $\delta>0$ such that $\delta S\left(B ; x_{0}\right) v^{i}<U\left(B ; x_{0}\right)$. Then the vector $y \in \mathbb{R}^{p}$ defined by $y_{\hat{B}}=y_{0_{\hat{B}}}+\delta v^{i}$ and $y_{B}=U\left(B ; x_{0}\right)-S\left(B ; x_{0}\right) y_{\hat{B}}$ belongs to $\mathcal{E}\left(x_{0}, \lambda_{0}\right)$. It follows that there exists $\varepsilon>0$ such that $y_{0}+\varepsilon\left(y_{0}-y\right) \in \mathcal{E}\left(x_{0}, \lambda_{0}\right)$. This implies $y_{0}-\varepsilon \cdot \delta \geqslant 0$, hence (17) holds. To prove (18), assume by contradiction that $S\left(B ; x_{0}\right) y_{0} \hat{B} \nless U\left(B ; x_{0}\right)$. Since $S\left(B ; x_{0}\right) y_{0} \hat{B} \leqslant U\left(B ; x_{0}\right)$, it follows thar there exists $j \in\{1, \ldots, m\}$ such that $L_{j} y_{0} \hat{B}=\beta_{j}$ where $L_{j}$ is the $j^{\text {th }}$ row of the matrix $S\left(B ; x_{0}\right)$ and $\beta_{j}$
is the $j^{\text {th }}$ coordinate of the column vector $U\left(B ; x_{0}\right)$, hence $\beta_{j}>0$ from (H2). Let $y \in \mathbb{R}^{p}$ be defined by $y_{\hat{B}}=\frac{1}{2} y_{0}$ and $y_{B}=U\left(B ; x_{0}\right)-S\left(B ; x_{0}\right) y_{\hat{B}}$. Then $y$ belongs to $\mathcal{E}\left(x_{0}, \lambda_{0}\right)$. Thus, there exists $\varepsilon>0$ such that $y_{0}+\varepsilon\left(y_{0}-y\right) \in \mathcal{E}\left(x_{0}, \lambda_{0}\right)$. Since $\left(y_{0}+\varepsilon\left(y_{0}-y\right)\right)_{\hat{B}}=\left(1+\frac{\varepsilon}{2}\right) y_{0 \hat{B}}$, we obtain $\left(1+\frac{\varepsilon}{2}\right) \beta_{j}=L_{j}\left(1+\frac{\varepsilon}{2}\right) y_{0 \hat{B}} \leqslant \beta_{j}$ which is a contradiction! Hence (18) holds.

Conversely, let $y_{0} \in \mathcal{E}\left(x_{0}, \lambda_{0}\right)$ verify (17, 18). For any $y \in \mathcal{E}\left(x_{0}, \lambda_{0}\right)$, there exists $\varepsilon>0$ such that $S\left(B ; x_{0}\right)\left(y_{0}+\varepsilon\left(y_{0}-y\right)\right)_{\hat{B}}<U\left(B ; x_{0}\right)$ and $\left(y_{0}+\varepsilon\left(y_{0}-y\right)\right)_{I\left(x_{0}, \lambda_{0}, B\right)}>0$. Moreover $y_{0 i}=y_{i}=0$ for all $i \in \hat{B} \backslash I\left(x_{0}, \lambda_{0}, B\right)$. Therefore $y_{0}+\varepsilon\left(y_{0}-y\right) \in \mathcal{E}\left(x_{0}, \lambda_{0}\right)$.

For each $\left(x_{0}, \lambda_{0}\right) \in\left(\Omega \times \operatorname{int} \mathbb{R}_{+}^{r}\right) \cap \operatorname{dom} \mathcal{E}, B \in \mathcal{B}\left(x_{0}, \lambda_{0}\right)$, and $y_{0} \in \mathcal{E}\left(x_{0}, \lambda_{0}\right)$, denote

$$
\begin{align*}
& \mathcal{G}\left(B ; x_{0}, \lambda_{0}, y_{0}\right)=\left\{(x, \lambda, y) \in X \times \mathbb{R}^{r} \times \mathbb{R}^{p} \mid\right.\text { relations }(19-23) \text { are verified }\} \\
& \lambda^{T} R\left(B ; x_{0}\right)_{i}+\lambda_{0}^{T}\left(\nabla R\left(B ; x_{0}\right)(x)\right)_{i} \geqslant 0, \quad \forall i \in I\left(x_{0}, \lambda_{0}, B\right),  \tag{19}\\
& \forall i \in \hat{B}, \quad y_{0_{i}}>0 \Rightarrow \lambda^{T} R\left(B ; x_{0}\right)_{i}+\lambda_{0}^{T}\left(\nabla R\left(B ; x_{0}\right)(x)\right)_{i} \\
&=0 .  \tag{20}\\
& y_{B}= \nabla U\left(B ; x_{0}\right)(x)-\nabla S\left(B ; x_{0}\right)(x) y_{0} \hat{B} \\
&-S\left(B ; x_{0}\right) y_{\hat{B}}  \tag{21}\\
& \lambda_{0}^{T} R\left(B ; x_{0}\right) y_{\hat{B}} \quad=0,  \tag{22}\\
& \forall i \in\{1, \ldots, p\}, \quad y_{0 i}=0 \Rightarrow y_{i} \geqslant 0 . \tag{23}
\end{align*}
$$

Notice that we can replace in the definition of $\mathcal{G}\left(B, x_{0}, \lambda_{0}, y_{0}\right)(22)$ by the relation

$$
\begin{equation*}
\forall i \in \hat{B}, \quad \lambda_{0}^{T} R\left(B ; x_{0}\right)_{i} y_{i}=0 \tag{24}
\end{equation*}
$$

Indeed, for any $i \in \hat{B}$ such that $\lambda_{0}^{T} R\left(B ; x_{0}\right)_{i} \neq 0$, (14) implies $\lambda_{0}^{T} R\left(B ; x_{0}\right)_{i}>0$, hence $y_{0}=0$ (from (15)). Then, from (23) we obtain $y_{i} \geqslant 0$. Thus it follows easily that (22) implies (24). The converse is obvious.

Theorem 5. Let $\left(x_{0}, \lambda_{0}\right) \in\left(\Omega \times \operatorname{int} \mathbb{R}_{+}^{r}\right) \cap \operatorname{dom} \mathcal{E}^{(\mathrm{v})}$. Then, for all $y_{0} \in \mathcal{E}\left(x_{0}, \lambda_{0}\right)$, we have that

$$
\begin{equation*}
\operatorname{Gr}\left(D \mathcal{E}\left(\left(x_{0}, \lambda_{0}\right), y_{0}\right)\right) \subseteq \bigcup_{B \in \mathcal{B}\left(x_{0}, \lambda_{0}\right)} \mathcal{G}\left(B, x_{0}, \lambda_{0}, y_{0}\right) \tag{25}
\end{equation*}
$$

Moreover, suppose

$$
\begin{equation*}
y_{0} \in \operatorname{ri}\left(\mathcal{E}\left(x_{0}, \lambda_{0}\right)\right) \tag{26}
\end{equation*}
$$

Then,
A. $\operatorname{Gr}\left(D \mathcal{E}\left(\left(x_{0}, \lambda_{0}\right), y_{0}\right)\right)=\bigcup_{B \in \mathcal{B}\left(x_{0}, \lambda_{0}\right)} T\left(E_{\left(x_{0}, \lambda_{0}, B\right)} ;\left(x_{0}, \lambda_{0}\right)\right) \times\left\{y \in \mathbb{R}^{p} \mid y_{\hat{B} \backslash I\left(x_{0}, \lambda_{0}, B\right)}=0\right\}$,
where

$$
\begin{equation*}
E_{\left(x_{0}, \lambda_{0}, B\right)}=\left\{(x, \lambda) \in D_{B} \times \operatorname{int} \mathbb{R}_{+}^{r} \mid \lambda^{T} R(B ; x)_{I\left(x_{0}, \lambda_{0}, B\right)}=0\right\} \tag{27}
\end{equation*}
$$

[^3]B. For each $B \in \mathcal{B}\left(x_{0}, \lambda_{0}\right)$ such that
\[

$$
\begin{equation*}
\operatorname{rank}\left[R\left(B ; x_{0}\right)_{i}^{T} \quad \lambda_{0}^{T} \nabla R\left(B ; x_{0}\right)_{i}\right]_{i \in I\left(x_{0}, \lambda_{0}, B\right)}=\left|I\left(x_{0}, \lambda_{0}, B\right)\right| \tag{28}
\end{equation*}
$$

\]

we have

$$
\begin{equation*}
\operatorname{Gr}\left(D \mathcal{E}\left(\left(x_{0}, \lambda_{0}\right), y_{0}\right)\right) \supset \mathcal{G}\left(B, x_{0}, \lambda_{0}, y_{0}\right) . \tag{29}
\end{equation*}
$$

Proof. Let $(x, \lambda, y) \in \operatorname{Gr}\left(D \mathcal{E}\left(\left(x_{0}, \lambda_{0}\right), y_{0}\right)\right)$. There exists sequences $\left(t_{n}\right)_{n \geqslant 1}$ of positive real numbers, and $\left(x_{n}, \lambda_{n}, y_{n}\right) \in \operatorname{Gr} \mathcal{E}\left(\left(x_{0}, \lambda_{0}\right), y_{0}\right)$ such that $\left(x_{n}, \lambda_{n}, y_{n}\right) \rightarrow\left(x_{0}, \lambda_{0}, y_{0}\right)$ and $t_{n}\left(x_{n}-x_{0}, \lambda_{n}-\lambda_{0}, y_{n}-y_{0}\right) \rightarrow(x, \lambda, y)$. Let us denote $\varepsilon_{n}=1 / t_{n}$. Assuming $(x, \lambda, y) \neq$ $(0,0,0)$ (if not, relations $(19,20,21-23)$ are obviously fulfilled), we obtain that $\varepsilon_{n} \rightarrow 0$. We have

$$
\begin{equation*}
x_{n}=x_{0}+\varepsilon_{n} x+o\left(\varepsilon_{n}\right) ; \quad \lambda_{n}=\lambda_{0}+\varepsilon_{n} \lambda+o\left(\varepsilon_{n}\right), y_{n}=y_{0}+\varepsilon_{n} y+o\left(\varepsilon_{n}\right) \tag{30}
\end{equation*}
$$

where $o\left(\varepsilon_{n}\right)$ stands for any sequence of $X, \mathbb{R}^{r}$ or $\mathbb{R}^{p}$ such that $\frac{1}{\varepsilon_{n}} o\left(\varepsilon_{n}\right) \rightarrow 0$. Using Lemma 1, for sufficiently large $n, \mathcal{B}\left(x_{n}, \lambda_{n}\right) \subset \mathcal{B}\left(x_{0}, \lambda_{0}\right)$. Thus, taking eventually a subsequence without relabelling, we obtain that there is $B \in \mathcal{B}\left(x_{0}, \lambda_{0}\right)$ such that, $B \in \mathcal{B}\left(x_{n}, \lambda_{n}\right)$. Since $y_{n} \in \mathcal{E}\left(x_{n}, \lambda_{n}\right)$,

$$
\begin{equation*}
\lambda_{n}^{T} R\left(B ; x_{n}\right) \geqslant 0, \quad \lambda_{n}^{T} R\left(B ; x_{n}\right) y_{n \hat{B}}=0, \quad y_{n_{B}}=U\left(B ; x_{n}\right)-S\left(B ; x_{n}\right) y_{n_{\hat{B}}} \text { and } y_{n} \geqslant 0 \tag{31}
\end{equation*}
$$

Using the differentiability of $R(B ; \cdot), S(B ; \cdot)$ and $U(B ; \cdot)$ at $x_{0}$, we obtain

$$
\begin{align*}
& \lambda_{0}^{T} R\left(B ; x_{0}\right)+\varepsilon_{n}\left(\lambda^{T} R\left(B ; x_{0}\right)+\lambda_{0}^{T} \nabla R\left(B ; x_{0}\right)\right)+o\left(\varepsilon_{n}\right) \geqslant 0  \tag{32}\\
& \lambda_{0}^{T} R\left(B ; x_{0}\right) y_{0} \hat{B}+\varepsilon_{n}\left(\left(\lambda^{T} R\left(B ; x_{0}\right)+\lambda_{0}^{T}\left(\nabla R\left(B ; x_{0}\right)(x)\right)\right) y_{0} \hat{B}+\lambda_{0}^{T} R\left(B ; x_{0}\right) y_{\hat{B}}\right)+o\left(\varepsilon_{n}\right)=0, \tag{33}
\end{align*}
$$

$y_{0_{B}}+\varepsilon_{n} y_{B}=U\left(B ; x_{0}\right)-S\left(B ; x_{0}\right) y_{0 \hat{B}}+\varepsilon_{n}\left(\nabla U\left(B ; x_{0}\right)(x)-\nabla S\left(B ; x_{0}\right)(x) y_{0 \hat{B}}\right.$ $\left.-S\left(B ; x_{0}\right) y_{\hat{B}}\right)+o\left(\varepsilon_{n}\right)$,
and

$$
\begin{equation*}
y_{0}+\varepsilon_{n} y+o\left(\varepsilon_{n}\right) \geqslant 0 \tag{35}
\end{equation*}
$$

For each $i \in \hat{B}$ such that $\lambda_{0}^{T} R\left(B ; x_{0}\right)_{i}=0$ (in particular this holds if $y_{0_{i}}>0$ since relations $(14,15)$ hold), taking the $i^{\text {th }}$ coordinate in (32), dividing by $\varepsilon_{n}$ and letting $n \rightarrow+\infty$, we obtain (19).

Letting $n \rightarrow+\infty$ in (33), we obtain (22). Moreover, let us divide by $\varepsilon_{n}$ the $i^{\text {th }}$ coordinate in relation (33), and letting $n \rightarrow+\infty$, we obtain $\left(\lambda^{T} R\left(B ; x_{0}\right)_{i}+\lambda_{0}^{T}\left(\nabla R\left(B ; x_{0}\right)(x)\right)\right) y_{0 i}=0$, hence (20) holds.

Since $y_{0_{B}}=U\left(B ; x_{0}\right)-S\left(B ; x_{0}\right) y_{0}$, dividing by $\varepsilon_{n}$ and letting $n \rightarrow+\infty$ in (34), we obtain (21).

Finally, let $i \in\{1, \ldots, p\}$ such that $y_{0}=0$. Dividing again by $\varepsilon_{n}$ the coordinate number $i$ of (35), and letting $n \rightarrow+\infty$ we obtain (23). Hence $(x, \lambda, y) \in \mathcal{G}\left(B, x_{0}, \lambda_{0}, y_{0}\right)$.

Suppose now that (26) holds.
A. Let $B \in \mathcal{B}\left(x_{0}, \lambda_{0}\right)$. Consider $(x, \lambda, y) \in T\left(E_{\left(x_{0}, \lambda_{0}, B\right)} ;\left(x_{0}, \lambda_{0}\right)\right) \times\left\{y \in \mathbb{R}^{p} \mid\right.$ $\left.y_{\hat{B} \backslash I\left(x_{0}, \lambda_{0}, B\right)}=0\right\}$. There exists sequences $\varepsilon_{n} \downarrow 0,\left(x_{n}, \lambda_{n}\right) \in D_{B} \times$ int $\mathbb{R}_{+}^{r}$ such that $\left(x_{n}, \lambda_{n}\right)=\left(x_{0}, \lambda_{0}\right)+\varepsilon_{n}(x, \lambda)+o\left(\varepsilon_{n}\right)$ and $\lambda_{n}^{T} R\left(B ; x_{n}\right)_{I\left(x_{0}, \lambda_{0}, B\right)}=0$ for all $n \geqslant 1$. Consider the sequence $\left(y_{n}\right)$ defined by $y_{n \hat{B}}=y_{0}+\varepsilon_{n} y_{\hat{B}}$, and $y_{n}=U\left(B ; x_{n}\right)-S\left(B ; x_{n}\right)_{\hat{B}} y_{n}$. For all $i \in \hat{B} \backslash I\left(x_{0}, \lambda_{0}, B\right)$ we have $\lambda_{0}^{T} R\left(B ; x_{0}\right)_{i}>0$ (according to the definition of $I\left(x_{0}, \lambda_{0}, B\right)$ ),
hence $y_{n i}=0$ (since $y_{0 i}=y_{i}=0$ ), and $\lambda_{n}^{T} R\left(B ; x_{n}\right)_{i}>0$ for sufficiently large $n$. Let $i \in I\left(x_{0}, \lambda_{0}, B\right)$. Using Lemma 2, we have $y_{0}>0$, hence $y_{n_{i}}>0$ for sufficiently large $n$. Also, Lemma 2 implies $y_{n_{B}}>0$ for sufficiently large $n$. Thus, for sufficiently large $n$, we have $y_{n} \in \mathcal{E}\left(x_{n}, \lambda_{n}\right)$, hence $(x, \lambda, y) \in \operatorname{Gr}\left(D \mathcal{E}\left(\left(x_{0}, \lambda_{0}\right), y_{0}\right)\right)$.

Conversely, let $(x, \lambda, y) \in \operatorname{Gr}\left(D \mathcal{E}\left(\left(x_{0}, \lambda_{0}\right), y_{0}\right)\right)$. There exists sequences $\varepsilon_{n} \downarrow 0$ and $\left(x_{n}, \lambda_{n}, y_{n}\right) \in \operatorname{Gr} \mathcal{E}\left(\left(x_{0}, \lambda_{0}\right), y_{0}\right)$ such that $\left(x_{n}, \lambda_{n}, y_{n}\right)=\left(x_{0}, \lambda_{0}, y_{0}\right)+\varepsilon(x, \lambda, y)+o\left(\varepsilon_{n}\right)$. Using the same argument as in the proof of (25), we can find $B \in \mathcal{B}\left(x_{0}, \lambda_{0}\right)$ such that for a subsequence (which will not be relabelled) we have $B \in \mathcal{B}\left(x_{n}, \lambda_{n}\right)$. Since $y_{n} \in \mathcal{E}\left(x_{n}, \lambda_{n}\right)$, we must have (31). Since $\lambda_{n}^{T} R\left(B ; x_{n}\right)_{i} y_{n i}=0$ for all $i \in \hat{B}, \lambda_{0}^{T} R\left(B ; x_{0}\right)_{i}>0$ for all $i \in \hat{B} \backslash I\left(x_{0}, \lambda_{0}, B\right)$ and $y_{0 i}>0$ for all $i \in I\left(x_{0}, \lambda_{0}, B\right)$, we obtain that for sufficiently large $n, \lambda_{n}^{T} R\left(B ; x_{n}\right)_{i}>0$ for all $i \in \hat{B} \backslash I\left(x_{0}, \lambda_{0}, B\right)$ and $y_{n i}>0$ for all $i \in I\left(x_{0}, \lambda_{0}, B\right)$. Hence

$$
\lambda_{n}^{T} R\left(B ; x_{n}\right)_{I\left(x_{0}, \lambda_{0}, B\right)}=0, \text { and } y_{n_{i}}=0 \text { for all } i \in \hat{B} \backslash I\left(x_{0}, \lambda_{0}, B\right)
$$

Thus, $\left(x_{n}, \lambda_{n}\right) \in E_{\left(x_{0}, \lambda_{0}, B\right)}$ and $y_{\hat{B} \backslash I\left(x_{0}, \lambda_{0}, B\right)}=0$. Finally

$$
(x, \lambda, y)) \in T\left(E_{\left(x_{0}, \lambda_{0}, B\right)} ;\left(x_{0}, \lambda_{0}\right)\right) \times\left\{y \in \mathbb{R}^{p} \mid y_{\hat{B} \backslash I\left(x_{0}, \lambda_{0}, B\right)}=0\right\} .
$$

B. Let $B \in \mathcal{B}\left(x_{0}, \lambda_{0}\right)$ such that (28) holds. Consider the map $\Phi:(x, \lambda) \mapsto$ $\lambda^{T} R(B ; x)_{I\left(x_{0}, \lambda_{0}, B\right)}$ defined from $D_{B} \times$ int $\mathbb{R}_{+}^{r}$ to $\mathbb{R}^{I\left(x_{0}, \lambda_{0}, B\right)}$. Notice that $\Phi\left(x_{0}, \lambda_{0}\right)=0$, and for all $(x, \lambda) \in X \times \mathbb{R}^{r}$,

$$
\begin{aligned}
\nabla \Phi\left(x_{0}, \lambda_{0}\right)(x, \lambda) & =\lambda^{T} R\left(B ; x_{0}\right)_{I\left(x_{0}, \lambda_{0}, B\right)}+\lambda_{0}^{T} \nabla R\left(B ; x_{0}\right)_{I\left(x_{0}, \lambda_{0}, B\right)}(x) \\
& =\left[R\left(B ; x_{0}\right)_{i}^{T} \quad \lambda_{0}^{T} \nabla R\left(B ; x_{0}\right)_{i}\right]_{i \in I\left(x_{0}, \lambda_{0}, B\right)}\left[\begin{array}{c}
\lambda \\
{[x]}
\end{array}\right]
\end{aligned}
$$

where $[x]$ stands for the column vector of the coordinates of $x$ in the canonical basis of $X$. Assumption (28) implies that $\nabla \Phi\left(x_{0}, \lambda_{0}\right)$ is surjective, hence we can apply Liusternik theorem (see [1, pp. 165-167]). Thus, for each $(x, \lambda) \in \operatorname{ker} \nabla \Phi\left(x_{0}, \lambda_{0}\right)$, there exist $\varepsilon_{0}>$ 0 , and a map $(\alpha, \beta):\left[0, \varepsilon_{0}\right] \rightarrow X \times \mathbb{R}^{r}$ such that $(\alpha(\varepsilon), \beta(\varepsilon))=o(\varepsilon)$ when $\varepsilon \downarrow 0$, and $\Phi\left(x_{0}+\varepsilon \cdot x+\alpha(\varepsilon), \lambda_{0}+\varepsilon \cdot \lambda+\beta(\varepsilon)\right)=0$ for all $\varepsilon \in\left[0, \varepsilon_{0}\right]$.

Let $(x, \lambda, y) \in \mathcal{G}\left(B, x_{0}, \lambda_{0}, y_{0}\right)$. Then (20) implies that $(x, \lambda) \in \operatorname{ker} \nabla \Phi\left(x_{0}, \lambda_{0}\right)$, and (24) implies that $y_{\hat{B} \backslash I\left(x_{0}, \lambda_{0}, B\right)}=0$. Hence $(x, \lambda, y) \in T\left(E_{\left(x_{0}, \lambda_{0}, B\right)} ;\left(x_{0}, \lambda_{0}\right)\right) \times\{y \in$ $\left.\mathbb{R}^{p} \mid y_{\hat{B} \backslash I\left(x_{0}, \lambda_{0}, B\right)}=0\right\}$. According to (27) the last set is contained in $\operatorname{Gr}\left(D \mathcal{E}\left(\left(x_{0}, \lambda_{0}\right), y_{0}\right)\right)$.

REMARK 2. Let $\left(x_{0}, \lambda_{0}\right) \in\left(\Omega \times \operatorname{int} \mathbb{R}_{+}^{r}\right) \cap \operatorname{dom} \mathcal{E}, y_{0} \in \mathcal{E}\left(x_{0}, \lambda_{0}\right)$. There exists a basis $B \in \mathcal{B}\left(x_{0}, \lambda_{0}\right)$ such that $y_{0_{B}}>0$.

Indeed, using (13), there exist some distinct basis $B_{1}, \ldots, B_{k} \in \mathcal{B}\left(x_{0}, \lambda_{0}\right)$, and strictly positive reals $\alpha_{1}, \ldots, \alpha_{k}, \sum_{j=1}^{k} \alpha_{j}=1$, such that $y_{0}=\sum_{j=1}^{k} \alpha_{j} y^{B_{j}}$. For each $B_{j}$ we have $y_{0_{B_{j}}}>0$.

Using Lemma 2, we obtain immediately the following.
Proposition 4. Let $\left(x_{0}, \lambda_{0}\right) \in\left(\Omega \times \operatorname{int} \mathbb{R}_{+}^{r}\right) \cap \operatorname{dom} \mathcal{E}$, $y_{0} \in \mathcal{E}\left(x_{0}, \lambda_{0}\right)$, and (according to Remark 2) $B \in \mathcal{B}\left(x_{0}, \lambda_{0}\right)$ such that $y_{0_{B}}>0$. Let

$$
J=\left\{j \in \hat{B} \mid y_{0_{j}}>0\right\}
$$

If

$$
\begin{equation*}
\exists \lambda \in \operatorname{int} \mathbb{R}_{+}^{r}, \quad \lambda^{T} R\left(B ; x_{0}\right)_{J}=0 ; \quad \lambda^{T} R\left(B ; x_{0}\right)_{\hat{B} \backslash J}>0 \tag{36}
\end{equation*}
$$

then

$$
y_{0} \in \operatorname{ri}\left(\mathcal{E}\left(x_{0}, \lambda\right)\right)
$$

In this case

$$
I\left(x_{0}, \lambda, B\right)=J
$$

Notice that if $J=\emptyset$, then $y_{0}=y^{B}$, and (36) is equivalent to $\mathcal{E}\left(x_{0}, \lambda\right)=\left\{y^{B}\right\}$. In this case condition (28) is fulfilled (with $\lambda$ instead of $\lambda_{0}$ ).

The following property may be useful for applications.
Proposition 5. Let $\left(x_{0}, \lambda_{0}\right) \in\left(\Omega \times \operatorname{int} R_{+}^{r}\right) \cap \operatorname{dom} \mathcal{E}$ Then, for all $y_{0} \in \mathcal{E}\left(x_{0}, \lambda_{0}\right)$, we have that

$$
D \mathcal{E}\left(\left(x_{0}, \lambda_{0}\right), y_{0}\right)(0,0)=\text { Cone }\left(\mathcal{E}\left(x_{0}, \lambda_{0}\right)-y_{0}\right)
$$

Proof. Let $y \in D \mathcal{E}\left(\left(x_{0}, \lambda_{0}\right), y_{0}\right)(0,0)$. It follows that $(0,0, y) \in \operatorname{Gr}\left(D \mathcal{E}\left(\left(x_{0}, \lambda_{0}\right), y_{0}\right)\right)$, hence from Theorem 5 we must have $(0,0, y) \in \mathcal{G}\left(B ; x_{0}, \lambda_{0}, y_{0}\right)$ for some $B \in \mathcal{B}\left(x_{0}, \lambda_{0}\right)$. This implies that

$$
A\left(x_{0}\right) y=0, \quad \lambda_{0}^{T} R\left(B ; x_{0}\right) y_{\hat{B}}=0, \quad \text { and } y_{0}+\varepsilon y \geqslant 0
$$

for sufficiently small $\varepsilon>0$. Thus, $y_{0}+\varepsilon y \in \mathcal{E}\left(x_{0}, \lambda_{0}\right)$, hence $y \in$ Cone $\left(\mathcal{E}\left(x_{0}, \lambda_{0}\right)-y_{0}\right)$.
Conversely, let $y \in$ Cone $\left(\mathcal{E}\left(x_{0}, \lambda_{0}\right)-y_{0}\right)$. Thus there exists $\varepsilon>0$ such that $y_{0}+\varepsilon y \in$ $\mathcal{E}\left(x_{0}, \lambda_{0}\right)$, hence for every $B \in \mathcal{B}\left(x_{0}, \lambda_{0}\right)$, relations (19-23) are satisfied by $(0,0, y)$. Let $\varepsilon_{n} \downarrow 0$ and $\left(x_{n}, \lambda_{n}, y_{n}\right)=\left(x_{0}, \lambda_{0}, y_{0}+\varepsilon_{n} y\right)$. Then we have $\left(x_{n}, \lambda_{n}, y_{n}\right) \in \operatorname{Gr} \mathcal{E}$, hence $(0,0, y) \in T\left(\operatorname{Gr}(\mathcal{E}) ;\left(x_{0}, \lambda_{0}, y_{0}\right)\right)$. Therefore $y \in D \mathcal{E}\left(\left(x_{0}, \lambda_{0}\right), y_{0}\right)(0,0)$.
¿From now on we denote $\nabla \Phi\left(x_{0}, y_{0}\right)=\left[\nabla_{1} \Phi\left(x_{0}, y_{0}\right) \quad \nabla_{2} \Phi\left(x_{0}, y_{0}\right)\right] \in L(X, E) \times L\left(\mathbb{R}^{p} ; E\right)$ the Fréchet derivative (identified with a row matrix) of a map $(x, y) \mapsto \Phi(x, y)$ from $X \times \mathbb{R}^{p}$ to some Euclidean space $E$.

A straightforward consequence of Theorems 4 and 5 is the following.
Theorem 6. Let $\left(x_{0}, y_{0}\right) \in \Omega \times \mathbb{R}^{p}$ be a minimizer for $(\mathrm{BLL})$. Suppose that $y_{0} \in \operatorname{ri}\left(\mathcal{E}\left(x_{0}, \lambda_{0}\right)\right)$ for some $\lambda_{0} \in \operatorname{int} \mathbb{R}_{+}^{r}$, and condition (28) is fulfilled for some $B \in \mathcal{B}\left(x_{0}, \lambda_{0}\right)$. Then the following relations are satisfied :

$$
\begin{aligned}
y_{0 \hat{B}} & \geqslant 0 \\
y_{0 B}=U\left(B ; x_{0}\right)-S\left(B ; x_{0}\right)_{\hat{B}} y_{0} \hat{B} & >0 \\
\lambda_{0}^{T} R\left(B ; x_{0}\right)_{i} y_{0 i} & =0(\forall i \in \hat{B}) \\
\lambda_{0}^{T} R\left(B ; x_{0}\right) & \geqslant 0 \\
y_{0_{i}} & >0\left(\forall i \in I\left(x_{0}, \lambda_{0}, B\right)\right)
\end{aligned}
$$

and

$$
\begin{align*}
& \nabla_{1} f\left(x_{0}, y_{0}\right)(x)+\nabla_{2} f\left(x_{0}, y_{0}\right)(y) \geqslant 0 \text { for all }(\lambda, x, y) \in \mathbb{R}^{r} \times X \times \mathbb{R}^{p} \text { such that : }  \tag{37}\\
& \lambda^{T} R\left(B ; x_{0}\right)_{i}+\lambda_{0}^{T}\left(\nabla_{1} R\left(B ; x_{0}\right)(x)\right)_{i}= 0 \quad\left(\forall i \in I\left(x_{0}, \lambda_{0}, B\right)\right)  \tag{38}\\
& y_{B}= \nabla_{1} U\left(B ; x_{0}\right)(x)-\nabla_{1} S\left(B ; x_{0}\right)(x) y_{0} \hat{B} \\
&-S\left(B ; x_{0}\right) y_{\hat{B}}  \tag{39}\\
& \lambda_{0}^{T} R\left(B ; x_{0}\right) y_{\hat{B}}= 0,  \tag{40}\\
& y_{i} \geqslant 0 \quad\left(\forall i \in \hat{B} \backslash I\left(x_{0}, \lambda_{0}, B\right)\right) \tag{41}
\end{align*}
$$

Finally we obtain the following theorem which may be useful in connection with the simplex tableau used in linear programming.
Theorem 7. Let $\left(x_{0}, y_{0}\right) \in \Omega \times \mathbb{R}^{p}$ be a minimizer for (BLL). Suppose that $y_{0} \in \operatorname{ri}\left(\mathcal{E}\left(x_{0}, \lambda_{0}\right)\right)$ for some $\lambda_{0} \in \operatorname{int} \mathbb{R}_{+}^{r}$, and condition (28) is fulfilled for some $B \in \mathcal{B}\left(x_{0}, \lambda_{0}\right)$. Then the following relations are satisfied:

$$
\begin{align*}
y_{0 \hat{B}} & \geqslant 0,  \tag{42}\\
y_{0_{B}}=U\left(B ; x_{0}\right)-S\left(B ; x_{0}\right)_{\hat{B}} y_{0} \hat{B} & >0,  \tag{43}\\
\lambda_{0}^{T} R\left(B ; x_{0}\right)_{i} y_{0 i} & =0(\forall i \in \hat{B}),  \tag{44}\\
\lambda_{0}^{T} R\left(B ; x_{0}\right) & \geqslant 0,  \tag{45}\\
y_{0 i} & >0\left(\forall i \in I\left(x_{0}, \lambda_{0}, B\right)\right), \tag{46}
\end{align*}
$$

and there exist vectors $\mu \in \mathbb{R}^{I\left(x_{0}, \lambda_{0}, B\right)}, \rho \in \mathbb{R}^{B}, \pi \in \mathbb{R}_{+}^{\hat{B}}$, with $\pi_{i}=0$ for all $i \in I\left(x_{0}, \lambda_{0}, B\right)$, and there exists $\eta \in \mathbb{R}$, such that ${ }^{(\mathrm{vi})}$

$$
\begin{gather*}
\sum_{i \in I\left(x_{0}, \lambda_{0}, B\right)} \mu_{i} R\left(B ; x_{0}\right)_{i}^{T}=0  \tag{47}\\
\nabla_{1} f\left(x_{0}, y_{0}\right)+\sum_{i \in I\left(x_{0}, \lambda_{0}, B\right)} \mu_{i} \lambda_{0}^{T} \nabla_{1} R\left(B ; x_{0}\right)_{i} \\
+\sum_{j \in B} \rho_{j}\left(\nabla_{1} U\left(B ; x_{0}\right)-\nabla_{1} S\left(B ; x_{0}\right)^{j} y_{0}\right)=0  \tag{48}\\
\nabla_{2} f\left(x_{0}, y_{0}\right)+\left[\begin{array}{ll}
-\rho^{T} & \left.\eta \lambda_{0}^{T} R\left(B ; x_{0}\right)-\sum_{j \in B} \rho_{j} S\left(B ; x_{0}\right)^{j}+\pi^{T}\right]=0^{(\mathrm{vii})}
\end{array} .\right. \tag{49}
\end{gather*}
$$

Proof. Consider the linear maps $\Phi: \mathbb{R}^{r} \times X \times \mathbb{R}^{p} \rightarrow \mathbb{R}^{I\left(x_{0}, \lambda_{0}, B\right)} \times \mathbb{R}^{B} \times \mathbb{R}$ and $\Psi: \mathbb{R}^{r} \times X \times$ $\mathbb{R}^{p} \rightarrow \mathbb{R}^{\hat{B} \backslash I\left(x_{0}, \lambda_{0}, B\right)}$ defined by

$$
\begin{aligned}
\Phi(\lambda, x, y)= & \left(\left(\lambda^{T} R\left(B ; x_{0}\right)+\lambda_{0}^{T} \nabla_{1} R\left(B ; x_{0}\right)(x)\right)_{I\left(x_{0}, \lambda_{0}, B\right)}\right. \\
& \left.\nabla_{1} U\left(B ; x_{0}\right)(x)-\nabla_{1} S\left(B ; x_{0}\right)(x) y_{0 \hat{B}}-S\left(B ; x_{0}\right) y_{\hat{B}}-y_{B}, \lambda^{T} R\left(B ; x_{0}\right) y_{\hat{B}}\right) \\
\Psi(\lambda, x, y)= & -y_{\hat{B} \backslash I\left(x_{0}, \lambda_{0}, B\right)}
\end{aligned}
$$

Consider the convex cone

$$
K=\left\{(\lambda, x, y) \in \mathbb{R}^{r} \times X \times \mathbb{R}^{p} \mid \Phi(\lambda, x, y)=0, \quad \Psi((\lambda, x, y) \leqslant 0\}\right.
$$

Theorem 6 implies that

$$
\left[0_{\mathbb{R}^{r}} \quad \nabla_{1} f\left(x_{0}, y_{0}\right) \nabla_{2} f\left(x_{0}, y_{0}\right)\right] \in K^{-},
$$

where

$$
K^{-}=\left\{(l, \xi, \eta) \in \mathbb{R}^{r} \times X \times \mathbb{R}^{p} \mid \lambda^{T} l+[x]^{T}[\xi]+y^{T} \eta \leqslant 0, \quad \forall(\lambda, x, y) \in K\right\}
$$

is the (negative) polar cone. Then a standard result (see e.g. [16, Lemma 7.2.8]) implies relations (47-49).

[^4]We end up the paper with the following example.
Example 1. Consider the problem

$$
\min _{x, y}\left((x-1)^{2}+\left(y_{1}-2\right)^{2}+\left(y_{2}-1\right)^{2}\right) \quad \text { subject to }
$$

$(x, y) \in(\mathbb{R} \backslash\{-1\}) \times \mathbb{R}^{4}$, and for any $\left.x \in\right]-\infty,-1[\cup]-1,+\infty[, y$ is an efficient solution to

$$
\begin{aligned}
& \text { e-MINIMIZE }_{\mathbb{R}_{+}^{2}}\left[\begin{array}{l}
-y_{1}^{\prime} \\
-y_{2}^{\prime}
\end{array}\right] \quad \text { subject to } \\
&-x y_{1}^{\prime}+y_{2}^{\prime}+y_{3}^{\prime}=1-x \\
& y_{1}^{\prime}+y_{2}^{\prime}+y_{4}^{\prime}=2 \\
& y_{1}^{\prime}, y_{2}^{\prime}, y_{3}^{\prime}, y_{4}^{\prime} \geqslant 0
\end{aligned}
$$

Thus we have the particular case of problem (BBL) with $X=\mathbb{R}, Y=\mathbb{R}^{4}, Z=\mathbb{R}^{2}$, $\Omega=\mathbb{R} \backslash\{-1\}, f(x, y)=(x-1)^{2}+\left(y_{1}-2\right)^{2}+\left(y_{2}-1\right)^{2}, C(x)=-\left[\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right], A(x)=$ $\left[\begin{array}{cccc}-x & 1 & 1 & 0 \\ 1 & 1 & 0 & 1\end{array}\right]$ and $b(x)=\left[\begin{array}{c}1-x \\ 2\end{array}\right]$. It is a simple exercice to see ${ }^{(\text {viii) }}$ that :

1. for each $x \geqslant 0$, the efficient set is the segment $[(2,0,0,0),(1,1,0,0)]$;
2. for each $x \in]-1,0[$, the efficient set is $[(2,0,0,0),(1,1,0,0)] \cup[(1,1,0,0),(0,1-x, 0,0)]$;
3. for each $x \in]-\infty,-1\left[\right.$, the efficient set is $[(0,2,0,0),(1,1,0,0)] \cup\left[(1,1,0,0),\left(\frac{1-x}{x}, 0,0,0\right)\right]$.

It is easy to see that hypotheses $(H 1)$ and $(H 2)$ are fulfilled.
Let us consider the basis $B=(1,2)$. We have

$$
R(B ; x)=\left[\begin{array}{cc}
\frac{-1}{1+x} & \frac{1}{1+x} \\
\frac{1}{1+x} & \frac{x}{1+x}
\end{array}\right], S(B ; x)=R(B ; x), \quad U(B ; x)=\left[\begin{array}{l}
1 \\
1
\end{array}\right]
$$

Since $\mathcal{E}\left(x_{0}, \lambda_{0}\right)=\mathcal{E}\left(x_{0}, \alpha \cdot \lambda_{0}\right)$ for all $\left(x_{0}, \lambda_{0}\right) \in \operatorname{dom}(\mathcal{E})$ and $\left.\alpha \in\right] 0,+\infty[$, we can normalise $\lambda_{0} \in \operatorname{int} \mathbb{R}_{+}^{2}$, so we can take $\lambda_{0}=\left[\begin{array}{ll}\theta_{0} & 1-\theta_{0}\end{array}\right]^{T}$ with $\left.\theta_{0} \in\right] 0,1[$. We have

$$
\lambda_{0}^{T} R\left(B ; x_{0}\right)=\left[\begin{array}{cc}
\frac{1-2 \theta_{0}}{1+x_{0}} & \frac{\theta_{0}+x_{0}\left(1-\theta_{0}\right)}{1+x_{0}}
\end{array}\right]
$$

Also $I\left(x_{0}, \lambda_{0}, B\right) \varsubsetneqq \hat{B}=\{3,4\}$ (because, $I\left(x_{0}, \lambda_{0}, B\right)=\hat{B}$ implies $\left.\mathcal{E}\left(x_{0}, \lambda_{0}\right)=S\left(x_{0}\right)\right)$. Thus,
${ }^{(\text {viii) }}$ Notice that $y_{3}$ and $y_{4}$ are slack variables associated to a polygonal set in $\mathbb{R}^{2}$, so it is possible to draw a picture.
equations (43, 44, 47-49) become respectively :

$$
\begin{align*}
{\left[\begin{array}{l}
y_{01} \\
y_{02}
\end{array}\right]=\left[\begin{array}{c}
1 \\
1
\end{array}\right]-\left[\begin{array}{c}
\frac{-y_{03}+y_{04}}{1+x_{0}} \\
\frac{y_{03}+x_{0} y_{04}}{1+x_{0}}
\end{array}\right] } & >0  \tag{50}\\
\left(1-2 \theta_{0}\right) y_{03} & =0  \tag{51}\\
\left(\theta_{0}+x_{0}\left(1-\theta_{0}\right)\right) y_{04} & =0  \tag{52}\\
I\left(x_{0}, \lambda_{0}, B\right)=\left\{i_{0}\right\} \Longrightarrow \mu_{i_{0}} & =0  \tag{53}\\
2\left(x_{0}-1\right)+\rho_{1}\left(\frac{y_{03}}{\left(1+x_{0}\right)^{2}}-\frac{y_{04}}{\left(1+x_{0}\right)^{2}}\right)+\rho_{2}\left(-\frac{y_{03}}{\left(1+x_{0}\right)^{2}}+\frac{y_{04}}{\left(1+x_{0}\right)^{2}}\right) & =0  \tag{54}\\
2\left(y_{\left.0_{1}-2\right)-}-\rho_{1}\right. & =0  \tag{55}\\
2\left(y_{02}-1\right)-\rho_{2} & =0  \tag{56}\\
\eta \frac{1-2 \theta_{0}}{1+x_{0}}+\frac{\rho_{1}}{1+x_{0}}-\frac{\rho_{2}}{1+x_{0}}+\pi_{3} & =0  \tag{57}\\
\eta \frac{\theta_{0}+x_{0}\left(1-\theta_{0}\right)}{1+x_{0}}-\frac{\rho_{1}}{1+x_{0}}-\frac{\rho_{2} x_{0}}{1+x_{0}}+\pi_{4} & =0 \tag{58}
\end{align*}
$$

Note that $\pi_{i_{0}}=0$. We have the following interesting cases:

1. $\theta_{0}=1 / 2$ and $\theta_{0}+x_{0}\left(1-\theta_{0}\right) \neq 0$. In this case $I\left(x_{0}, \lambda_{0}, B\right)=\{3\}$, and simple computations show that the only solution is $x_{0}=1, y_{0_{1}}=3 / 2, y_{0_{2}}=1 / 2, y_{0_{3}}=$ $1, y_{04}=0$ (which has an obvious geometrical explanation).
2. $\theta_{0} \neq 1 / 2$ and $\theta_{0}+x_{0}\left(1-\theta_{0}\right)=0$. In this case there is no solution (satisfying also the inequalities from Theorem 7).

If $\theta_{0}=1 / 2$ and $\theta_{0}+x_{0}\left(1-\theta_{0}\right)=0$, then $x_{0}=-1 \notin \Omega$.
In the degenerate case $\theta_{0} \neq 1 / 2$ and $\theta_{0}+x_{0}\left(1-\theta_{0}\right) \neq 0$, then $y_{03}=y_{04}=0$, hence $y_{0_{1}}=y_{0_{2}}=1$ and $x_{0}=1$. In this case we have $\mathcal{E}\left(x_{0}, \lambda_{0}\right)=\{(1,1,0,0)\}$ (we can consider that the conditions of Theorem 7 are satisfied with $I\left(x_{0}, \lambda_{0}, B\right)=\emptyset$, but we have less information than in the case $\theta_{0}=1 / 2$ when $\left.\mathcal{E}\left(x_{0}, \lambda_{0}\right)=[(1,1,0,0),(2,0,0,0)]\right)$.
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[^5]
[^0]:    ${ }^{(i)}$ For the set-valued optimization problem "minimize $\varphi(x)$ subject to $x \in X$ ", where $\varphi: X \rightrightarrows \mathbb{R}$, is a setvalued function, a solution is a point $x_{0} \in X$, such that there exists $y_{0} \in \varphi\left(x_{0}\right)$ verifying $y_{0}=\min \cup_{x \in X} \varphi(x)$.

[^1]:    ${ }^{(i i)}$ i.e., the Fréchet derivatives of the functions $x \mapsto f\left(x, y_{0}\right)$ and $y \mapsto f\left(x_{0}, y\right)$

[^2]:    ${ }^{\text {(iii) }}$ We can consider everywhere in this paper that the function $f$ is defined on a set of the form $\Omega \times Y$ where $\Omega$ is some open set in $X$ (modifying accordingly the domain of $\Phi_{\sigma}$ replacing $X$ by $\Omega$ in (6)).
    ${ }^{\text {(iv) }} y$ is an extremal point of the convex set $S(x)$ (called also vertex since $S(x)$ is a polyhedron) if there is no distinct points $y^{\prime}, y^{\prime \prime} \in S(x)$ such that $y=\alpha y^{\prime}+(1-\alpha) y^{\prime \prime}$ for some $\left.\alpha \in\right] 0,1[$.

[^3]:    ${ }^{(\mathrm{v})}$ Notice that if $S(x)$ is compact for all $x \in \Omega$, then $\operatorname{dom} \mathcal{E}=\Omega \times \mathbb{R}_{+}^{r}$

[^4]:    ${ }^{(v i)}$ We denote $S\left(B ; x_{0}\right)^{j}$ the $j^{t h}$ row of the matrix $S\left(B ; x_{0}\right), j \in B$.
    ${ }^{\text {(vii) }}$ We consider here $y_{0}=\left[\begin{array}{ll}y_{0 B} & y_{0 \hat{B}}\end{array}\right]$ so the gradient $\nabla_{2}=\left[\begin{array}{lll}\nabla_{y_{0 B}} & \nabla_{y_{0 \hat{B}}}\end{array}\right]$.
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