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For continuous optimization, the first work is Zhang and Liu(1996) [19] for linear pro-
gramming. After that there have been a series of papers on various types of inverse contin-
uous optimization problems. People first studied inverse continuous optimization problems
in which only parameters in the objective functions are required to be estimated. For such
inverse optimization problems, Zhang and Liu(1999) [20] discusses the solution structure
for some inverse linear programming problems; Iyengar and Kang(2005) [11] proposes the
inverse conic programming model and discusses its applications; Xiao and Zhang (2009)[16]
proposes a smoothing Newton method for solving the inverse QP problem in which the
Hessian of the quadratic objective function is estimated, and for the same inverse quadratic
programming problem Zhang and Zhang (2010) [23] studies the convergence properties for
the augmented Lagrange method; Xiao, Zhang and Zhang (2009) [17] discusses the con-
vergence of augmented Lagrange method for inverse semi-definite quadratic programming
problems in which only the symmetric matrix in the objective function is required to be
estimated; Xiao, Zhang and Zhang (2009) [18] proposes a smoothing Newton method for a
type of inverse semi-definite quadratic programming problems.

Different from the above cited works, people also paid attention to the inverse opti-
mization problems in which parameters in both objectives and constraints are required to
be estimated. The first work in this direction is Zhang, Zhang and Xiao (2010) [24], in
which an inexact Newton method is constructed to solve the KKT system to the smoothing
dual problem for a type of inverse quadratic programming problems; Jiang et al. (2011)
[8] proposes a perturbation approach for a type of inverse linear programming problems
in which the smoothed Fischer-Burmeister function is employed; Zhang et al. (2013) [25]
studies the similar smoothing approach for an inverse linear second-order cone program-
ming, and Zhang et al. (2015) [26] studies a perturbation approach for an inverse quadratic
programming problem over second-order cones.

In this paper, we consider the general mathematical programming problem of the form

(P(ϑ)) min
x

f(x, ϑ)

s.t. h(x, ϑ) = 0,
g(x, ϑ) ≤ 0,

(1.1)

where f : ℜn × Y → ℜ, h : ℜn × Y → ℜq, g : ℜn × Y → ℜp are continuously differentiable
mappings, and Y is the space of parameters in problem functions, which is assumed to be a
finitely dimensional Hilbert space.

Let Θ be a closed convex set of Y , which is the parameter set and ϑ is assumed to be an
element of Θ.

The inverse nonlinear optimization problem is to find a vector ϑ∗ solving

min
ϑ

D(ϑ, ϑ)

s.t. x ∈ Sol(P(ϑ)),
ϑ ∈ Θ.

(1.2)

The organization of this paper is as follows. In Section 2, the inverse optimization model
is reformulated as a mathematical programming problem with simple complementarity con-
straints, and optimality conditions for this MPCC problem are developed. In Section 3,
the convergence properties of the smoothed Fischer-Burmeister approach for for solving the
inverse nonlinear optimization problem are investigated, in which it is demonstrated that,
when the positive smoothing parameter approaches to 0, the outer limit of the solution
mapping is contained in the solution set of the inverse problem, and the outer limit of
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the KKT-point mapping is contained in the set of Clarke stationary points associated with
corresponding multipliers.

The inverse nonlinear optimization problem (1.2) is a bi-level problem. If Problem
P(ϑ) is not a convex optimization problem for ϑ ∈ Θ, then it is hard to characterize this
inverse problem. For simplicity, we assume that Problem P(ϑ) is a convex optimization
problem. Under this assumption, the KKT conditions for Problem P(ϑ) can be used to
characterize its solutions. We propose the following assumptions for the functions in Problem
(1.1) and Problem (1.2).

Assumption 1. Assume that for any ϑ ∈ Θ, f(·, ϑ) and gi(·, ϑ), i = 1, . . . , p are continuously
differentiable functions and hj(·, ϑ), j = 1, . . . , q are affine functions.

Assumption 2. Assume that for any ϑ ∈ Θ, there exist a feasible point xϑ to P(ϑ) such
that g(xϑ, ϑ) < 0.

For a function p : ℜn → ℜ and q : ℜn → ℜm, x ∈ ℜn, we use ∇p(x) and J q(x) to denote
the gradient of p at x and the Jacobian of q at x. For a mapping F : X → Y, where X and
Y are finite dimensional Hilbert spaces, we use DF (x) to denote the derivative of F at x,
which is a linear operator from X to Y.

Under Assumption 1 and Assumption 2, P(ϑ) is a convex optimization problem and
Slater condition holds. In this case, x ∈ P(ϑ) is characterized by its KKT conditions and
Problem (1.2) is equivalent to

min
ϑ,µ,λ,z

D(ϑ, ϑ)

s.t. ∇xL(x, ϑ, µ, λ) = 0,
h(x, ϑ) = 0,
g(x, ϑ) + z = 0,
0 ≤ z ⊥ λ ≥ 0,
ϑ ∈ Θ.

(1.1)

This is an MPEC problem because there exists a complementarity constraint 0 ≤ z ⊥ λ ≥ 0.

Assumption 3. D(ϑ, ϑ) ≥ 0, ∀ϑ ∈ Θ with D(ϑ, ϑ) = 0 and ϑ→ D(ϑ, ϑ) is a strictly convex
function.

Let

G(ϑ, µ, λ, z) =

 ∇xL(x, ϑ, µ, λ)
h(x, ϑ)

g(x, ϑ) + z

 . (1.2)

Then Problem (1.1) is expressed as

min
ϑ,µ,λ.z

D(ϑ, ϑ)

s.t. G(ϑ, µ, λ, z) = 0,
(ϑ, µ, λ, z) ∈ Θ×ℜq × Ω,

(1.3)

where
Ω = {(a, b) ∈ ℜp ×ℜp : 0 ≤ a ⊥ b ≥ 0}.

We use Φ to denote the feasible set for Problem (1.3), namely

Φ = {(ϑ, µ, λ, z) ∈ Θ×ℜq × Ω : G(ϑ, µ, λ, z) = 0}.
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Proposition 1.1. Under Assumption 1 and Assumption 3, there is an optimal solution to
Problem (1.2).

If ϑ is a vector and Θ is a convex polyhedral set, we are able to apply the well-known
first and second order optimality conditions results directly on Problem (1.1), for instance
we may use the first and second order optimality conditions for MPCCs in Chapter 3 and
Chapter 5 of Luo, Pang and Ralph (1996) [13], respectively. But if ϑ is not a vector, for
example it is a matrix, we give the first and second-order optimality conditions for MPCC
(1.1). For this purpose, we first present the first variational geometry of the feasible set
of Problem (1.1), which is used naturally to develop the first order necessary optimality
conditions for Problem (1.1).

The tangent cone of Φ at (ϑ, µ, λ, z) denoted by TΦ(ϑ, µ, λ, z), the regular normal cone

of Φ at (ϑ, µ, λ, z) denoted by N̂Φ(ϑ, µ, λ, z) and the normal cone of Φ at (ϑ, µ, λ, z) denoted
by NΦ(ϑ, µ, λ, z), are defined respectively by

TΦ(ϑ, µ, λ, z) =

{
(dϑ, dµ, dλ, dz) :

∃tk ↘ 0, ∃(dkϑ, dkµ, dkλ, dkz) → (dϑ, dµ, dλ, dz)

satisfying (ϑ, µ, λ, z) + tk(d
k
ϑ, d

k
µ, d

k
λ, d

k
z) ∈ Φ

}
;

N̂Φ(ϑ, µ, λ, z) =

{
(vϑ, vµ, vλ, vz) :

⟨(vϑ, vµ, vλ, vz), (ϑ′, µ′, λ′, z′)− (ϑ, µ, λ, z)⟩
≤ o(∥(ϑ′, µ′, λ′, z′)− (ϑ, µ, λ, z)∥), (ϑ′, µ′, λ′, z′) ∈ Φ

}
;

NΦ(ϑ, µ, λ, z) =

(vϑ, vµ, vλ, vz) :

∃(ϑk, µk, λk, zk)
Φ→

(ϑ, µ, λ, z), ∃(vkϑ, vkµ, vkλ, vkz ) → (vϑ, vµ, vλ, vz)

satisfying (vkϑ, v
k
µ, v

k
λ, v

k
z ) ∈ N̂Φ(ϑ

k, µk, λk, zk)

 .

Let ω = {(ζ1, ζ2) ∈ ℜ2
+ : ζ1ζ2 = 0}. For Ω with complementarity constraints, we have the

following lemma about the variational geometry of Ω at a point (ā, b̄) ∈ Ω.

Lemma 1.2. For (ā, b̄) ∈ Ω, the tangent cone, the regular normal cone and normal cone of
Ω at (ā, b̄) are calculated by

TΩ(ā, b̄) =

p⊗
i=1

Tω(āi, b̄i), N̂Ω(ā, b̄) =

p⊗
i=1

N̂ω(āi, b̄i) and NΩ(ā, b̄) =

p⊗
i=1

Nω(āi, b̄i),

where

p⊗
i=1

TΩ(āi, b̄i) =
{
(u, v)| (ui, vi) ∈ Tω(āi, b̄i), i = 1, . . . , p

}
,

p⊗
i=1

N̂Ω(āi, b̄i) =
{
(u, v)| (ui, vi) ∈ N̂ω(āi, b̄i), i = 1, . . . , p

}
,

p⊗
i=1

Nω(āi, b̄i) =
{
(u, v)| (ui, vi) ∈ Nω(āi, b̄i), i = 1, . . . , p

}
,

Tω(āi, b̄i) =


ℜ× {0}, if ai > 0, bi = 0,

{0} × ℜ, if ai = 0, bi > 0,

ω, if ai = 0, bi = 0,
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N̂ω(āi, b̄i) =


{0} × ℜ, , if ai > 0, bi = 0,

ℜ× {0} if ai = 0, bi > 0,

ℜ− ×ℜ−, if ai = 0, bi = 0,

Nω(āi, b̄i) =


{0} × ℜ, if ai > 0, bi = 0,

ℜ× {0}, if ai = 0, bi > 0,

(ℜ× {0})
∪
({0} × ℜ)

∪
(ℜ− ×ℜ−), if ai = 0, bi = 0.

For deriving the tangent cone, the regular normal cone and the normal cone of Φ at
(ϑ, µ, λ, z) ∈ Φ, we need the following assumption:
Assumption 4 We say that the constraint non-degeneracy condition is satisfied at (ϑ, µ, λ)
with ϑ ∈ Θ if the linear operator[

Dϑ∇xL(x, ϑ, µ, λ) ∇xh(x, ϑ) ∇xg(x, ϑ)

Dϑh(x, ϑ) 0 0

]
is onto.

Assumption 4 is satisfied when P(ϑ) is a linear programming problem, quadratic pro-
gramming problem, linear and quadratic second-order optimization problems or linear and
quadratic semi-definite optimization problems.

Proposition 1.3. Assume Assumption 1 and Assumption 3 hold, and Assumption 4 is
satisfied at (ϑ, µ, λ) with ϑ ∈ Θ, then DG(ϑ, µ, λ, z) is onto. In this case

TΦ(ϑ, µ, λ, z) =


d ∈ Y ×ℜq ×ℜp ×ℜp :

Dϑ∇xL(x, ϑ, ϑµ, λ)dϑ +∇xh(x, ϑ)dµ
+∇xg(x, ϑ)dλ = 0

Dϑh(x, ϑ)dϑ = 0
Dϑg(x, ϑ)dϑ + dz = 0
dϑ ∈ TΘ(ϑ)
(dλ, dz) ∈ TΩ(λ, z)


, (1.4)

N̂Φ(ϑ, µ, λ, z) =




Dϑ∇xL(x, ϑ, µ, λ)

∗η1 +Dϑh(x, ϑ)
∗η2

+Dϑg(x, ϑ)
∗η3 + N̂Θ(ϑ)

Jxh(x, ϑ)η1
Jxg(x, ϑ)η1 + ξa
η3 + ξb

 :
(η1, η2, η3) ∈ ℜn+q+p

(ξa, ξb) ∈ N̂Ω(λ, z)


(1.5)

and

NΦ(ϑ, µ, λ, z) =




Dϑ∇xL(x, ϑ, µ, λ)

∗η1 +Dϑh(x, ϑ)
∗η2

+Dϑg(x, ϑ)
∗η3 +NΘ(ϑ)

Jxh(x, ϑ)η1
Jxg(x, ϑ)η2 + ξa
η3 + ξb

 :
(η1, η2, η3) ∈ ℜn+q+p

(ξa, ξb) ∈ NΩ(λ, z)


(1.6)

Proof. From the definition of G, one has that

DG(ϑ, µ, λ, z) =

 Dϑ∇xL(x, ϑ, µ, λ) ∇xh(x, ϑ) ∇xg(x, ϑ) 0

Dϑh(x, ϑ) 0 0 0

Dϑg(x, ϑ) 0 0 I

 . (1.7)
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Let (ξ1, ξ2, ξ3) ∈ ℜn × ℜq × ℜp. Since Assumption 4 is satisfied at (ϑ, µ, λ), there exists
(z1, z2, z3) ∈ Y ×ℜq ×ℜp such that

[
Dϑ∇xL(x, ϑ, µ, λ) ∇xh(x, ϑ) ∇xg(x, ϑ)

Dϑh(x, ϑ) 0 0

] z1
z2
z3

 =

[
ξ1

ξ2

]
.

Let z4 = −Dϑg(x, ϑ)z1, then one has (z1, z2, z3, z4) ∈ Y ×ℜq ×ℜp ×ℜp such that

DG(ϑ, µ, λ, z)(z1, z2, z3, z4) = (ξ1, ξ2, ξ3),

which means that DG(ϑ, µ, λ, z) is onto because of the arbitrariness of (ξ1, ξ2, ξ3).
Since DG(ϑ, µ, λ, z) is onto, we now prove the following equality: (the similar result like

6.7 Exercise of [14])

TΦ(ϑ, µ, λ, z) = {d ∈ TΘ(ϑ)×ℜq × TΩ(λ, z) : DG(ϑ, µ, λ, z)d = 0} . (1.8)

It is obvious that the set in the left hand-side is contained in the right hand-side, so we only
need to prove the opposite inclusion. For any d = (dϑ, dµ, dλ, dz) satisfying d ∈ TΘ(ϑ)×ℜq×
TΩ(λ, z),DG(ϑ, µ, λ, z)d = 0, one has that there exist dk = (dkϑ, d

k
µ, d

k
λ, d

k
z) → d and tk ↘ 0

such that (ϑ, µ, λ, z) + tkd
k ∈ Θ×ℜq ×Ω. It follows from Lemma 1.2 that [dλ]i[dz]i = 0 for

i = 1, . . . , p. Let

α = {i : λi > 0, zi = 0}, β = {i : λi = zi = 0}, γ = {i : λi = 0, zi > 0}

and

βa = {i ∈ β : [dλ]i > 0, [dz]i = 0},
βb = {i ∈ β : [dλ]i = [dz]i = 0},
βc = {i ∈ β : [dλ]i = 0, [dz]i > 0}.

Let

Γd =

(λ, z) ∈ ℜp ×ℜp :

(λα∪βa , zα∪βa) ∈ ℜ|α|+|βa|
+ × {0|α|+|βa|}

(λβc∪γ , zβc∪γ) ∈ {0|βc|+|γ|} × ℜ|βc|+|γ|
+

(λβb
, zβb

) = (0|βb|, 0|βb|)

 .

Then Γd is a convex set and Γd ⊂ Ω. Since DG(ϑ, µ, λ, z) is onto, it follows from Theorem
2.87 of [3] that there exist a neighborhood V of (ϑ, µ, λ, z) and a positive constant κ such
that

dist ((ϑ′, µ′, λ′, z′), [Θ×ℜq × Γd] ∩G−1(0))

≤ κ∥G(ϑ′, µ′, λ′, z′),ΠΘ×ℜq×Γd
(ϑ′, µ′, λ′, z′)∥, (ϑ′, µ′, λ′, z′) ∈ V.

Noticing that for (ϑk, µk, λk, z) = (ϑ, µ, λ, z) + tkd
k, ϑk ∈ Θ, and

(λkα∪βa
, zkα∪βa

) ∈ ℜ|α|+|βa|
+ × {0|α|+|βa|}

(λkβc∪γ , z
k
βc∪γ) ∈ {0|βc|+|γ|} × ℜ|βc|+|γ|

+

(λkβb
, zkβb

) = (tk[d
k
λ]βb

, tk[d
k
z ]βb

) = o(tk),
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we have that

dist ((ϑ, µ, λ, z) + tkd
k,Φ) = dist ((ϑ, µ, λ, z) + tkd

k, [Θ×ℜq × Ω] ∩G−1(0))

= dist ((ϑ, µ, λ, z) + tkd
k, [Θ×ℜq × Γd] ∩G−1(0))

≤ κ[∥(tk[dkλ]βb
, tk[d

k
z ]βb

)∥+ ∥G(ϑk, µk, λk, zk)∥]

= κ∥G(ϑ, µ, λ, z) + tkDG(ϑ, µ, λ, z)d
k +

∫ 1

0
[DG((ϑ, µ, λ, z) + stkd

k)−DG(ϑ, µ, λ, z)]dstkd
k]∥

+κ∥(tk[dkλ]βb
, tk[d

k
z ]βb

)∥ = o(tk),

which implies that d ∈ TΦ(ϑ, µ, λ, z). Therefore we obtain equality (1.8).
Combining with (1.7) and (1.8), we obtain (1.4).
Since DG(ϑ, µ, λ, z) is onto, formula (1.5) comes from the equality

N̂Φ(ϑ, µ, λ, z) = DG(ϑ, µ, λ, z)∗(ℜn ×ℜq ×ℜp) + N̂Θ×ℜq×Ω(ϑ, µ, λ, z)

and

N̂Θ×ℜq×Ω)(ϑ, µ, λ, z)) = N̂Θ(ϑ)× 0q × N̂Ω(λ, z).

Formula (1.6) can be established in the same way, as when DG(ϑ, µ, λ, z) is onto one has

NΦ(ϑ, µ, λ, z) = DG(ϑ, µ, λ, z)∗(ℜn ×ℜq ×ℜp) +NΘ×ℜq×Ω(ϑ, µ, λ, z))

and

NΘ×ℜq×Ω(ϑ, µ, λ, z)) = NΘ(ϑ)× 0q ×NΩ(λ, z).

The proof is completed.

From the above lemma, we can easily develop the necessary optimality conditions for a
local minimizer of Problem (1.3).

Theorem 1.4. Let (ϑ∗, µ∗, λ∗, z∗) be a local minimizer of Problem (1.3). Let Assumptions
1, 2, 3 hold and Assumption 4 be satisfied at (ϑ∗, µ∗, λ∗). Then z∗ = −g(x, ϑ∗) and there
exist η1 ∈ ℜn, η2 ∈ ℜq, [η3]β∪γ ∈ ℜ|β|+|γ| such that

DϑD(ϑ∗, ϑ) + Dϑ∇xL(x, ϑ
∗, µ∗, λ∗)∗η1 +Dϑh(x, ϑ

∗)∗η2 +Dϑgβ∪γ(x, ϑ
∗)∗[η3]β∪γ = 0,

Jxh(x, ϑ
∗)η1 = 0,

Jxgγ(x, ϑ
∗)η2 = 0|γ|,

Jxgβ(x, ϑ
∗)η2 ≥ 0|β|,

[η3]β ≥ 0|β|,
(1.9)

where

α = {i : λ∗i = 0 < z∗i }, β = {i : λ∗i = 0 = z∗i }, γ = {i : λ∗i > 0 = z∗i }.

Proof. It comes from the inclusion

0 ∈ Dϑ,µ,λ,zD(ϑ∗, ϑ) + N̂Φ(ϑ
∗, µ∗, λ∗, z∗),

where N̂Φ(ϑ
∗, µ∗, λ∗, z∗) is from Lemma 1.2.
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Remark 1.5. Let

F (ϑ, µ, λ, z) =


∇xL(x, ϑ, µ, λ)

h(x, ϑ)
g(x, ϑ) + z
min(λ, z)

 . (1.10)

Then Problem (1.1) is expressed as

min
ϑ

D(ϑ, ϑ)

s.t. F (ϑ, µ, λ, z) = 0,
ϑ ∈ Θ.

(1.11)

Noticing that F is a Lipschitz continuous mapping, Problem (1.11) is a Lipschitz continuous
optimization problem. So we may use the optimality conditions for Lipschitz continuous
optimization developed in Clarke (1983). This leads to the so-called C-stationary point.
We say that the point (ϑ∗, µ∗, λ∗, z∗) is a C-stationary point if there exist η1 ∈ ℜn, η2 ∈
ℜq, [η3]β∪γ ∈ ℜ|β|+|γ| such that

DϑD(ϑ∗, ϑ) + Dϑ∇xL(x, ϑ
∗, µ∗, λ∗)∗η1 +Dϑh(x, ϑ

∗)∗η2 +Dϑgβ∪γ(x, ϑ
∗)∗[η3]β∪γ = 0,

Jxh(x, ϑ
∗)η1 = 0,

Jxgγ(x, ϑ
∗)η2 = 0|γ|,

Jxgi(x, ϑ
∗)η2[η3]i ≥ 0 for i ∈ β,

(1.12)
We say that the point (ϑ∗, µ∗, λ∗, z∗) is an M-stationary point if there exist η1 ∈ ℜn, η2 ∈
ℜq, [η3]β∪γ ∈ ℜ|β|+|γ| such that

DϑD(ϑ∗, ϑ) + Dϑ∇xL(x, ϑ
∗, µ∗, λ∗)∗η1 +Dϑh(x, ϑ

∗)∗η2 +Dϑgβ∪γ(x, ϑ
∗)∗[η3]β∪γ = 0,

Jxh(x, ϑ
∗)η1 = 0,

Jxgγ(x, ϑ
∗)η2 = 0|γ|,

Jxgi(x, ϑ
∗)η2[η3]i = 0 or Jxgi(x, ϑ

∗)η2 > 0 and [η3]i > 0 for i ∈ β
(1.13)

It follows from Theorem 1.4, under Assumption 4, the point (ϑ∗, µ∗, λ∗, z∗) is a strong
stationary point of Problem (1.3). Thus, (ϑ∗, µ∗, λ∗, z∗) is an M-stationary point, also a
C-stationary point of Problem (1.3).

Now we discuss the second-order optimality conditions. Let ω ⊂ β, ωc = β \ ω, α(ω) =
α ∪ ω and γ(ω) = ωc ∪ γ, consider the following problem

min
ϑ,µ,λ.z

D(ϑ, ϑ)

s.t. G(ϑ, µ, λ, z) = 0,

ϑ ∈ Θ,{
λα(ω) = 0,
zα(ω) ≥ 0,{
λγ(ω) ≥ 0,
zγ(ω) = 0,

(1.14)

Define
Hω(x, ϑ, µ, λγ(ω)) = ∇xf(x, ϑ) +∇xh(x, ϑ)µ+∇xgγ(ω)(x, ϑ)λγ(ω),
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then Problem (1.14) is equivalent to

min
ϑ,µ,λγ(ω)

D(ϑ, ϑ)

s.t. Hω(x, ϑ, µ, λγ(ω)) = 0,

gα(ω)(x, ϑ) ≤ 0,

gγ(ω)(x, ϑ) = 0,

ϑ ∈ Θ, λγ(ω) ≥ 0.

(1.15)

It follows from Subsection 2.3.4 of [3], that Robinson constraint qualification for Problem
(1.15), denoted by CQ(ω), at (ϑ∗, µ∗, λ∗γ(ω)), can be written as

(i) The mapping Dϑ,µ,λγ(ω)

[
Hω(x, ϑ

∗, µ∗, λ∗γ(ω))

gγ(ω)(x, ϑ
∗)

]
is onto.

(ii) There exists d0 = (d0ϑ, d
0
µ, d

0
λγ(ω)

) such that

Dϑ,µ,λγ(ω)

[
Hω(x, ϑ

∗, µ∗, λ∗γ(ω))

gγ(ω)(x, ϑ
∗)

]
d0 = 0

and

gα(ω)(x, ϑ
∗) + Dϑgα(ω)(x, ϑ

∗)d0ϑ < 0, ϑ∗ + d0ϑ ∈ intΘ, λ∗γ(ω) + d0λγ(ω)
< 0.

Let Φω be the feasible set of Problem (1.15). If CQ(ω) holds at (ϑ∗, µ∗, λ∗γ(ω)), then the

tangent cone of Φω at (ϑ∗, µ∗, λ∗γ(ω)) is expressed as

TΦω (ϑ
∗, µ∗, λ∗γ(ω)) =

d :

Dϑ,µ,λγ(ω)
Hω(x, ϑ

∗, µ∗, λ∗γ(ω))d = 0

Dϑgγ(ω)(x, ϑ
∗)dϑ = 0

Dϑgα(ω)(x, ϑ
∗)dϑ ∈ Tℜ|α(ω)|

−
(gα(ω)(x, ϑ

∗))

dϑ ∈ TΘ(ϑ
∗), dλγ(ω)

∈ Tℜ|γ(ω)|
+

(λ∗γ(ω))

 .

The critical cone of Problem (1.15) at (ϑ∗, µ∗, λ∗γ(ω)) is

Cω(ϑ∗, µ∗, λ∗γ(ω)) = {d ∈ TΦω (ϑ
∗, µ∗, λ∗γ(ω)) : DϑD(ϑ∗, ϑ)dϑ ≤ 0}.

Let Lω : Y ×ℜq ×ℜ|γ(ω)| ×ℜn ×ℜ|α(ω)| ×ℜ|γ(ω)| ×ℜ|γ(ω)| × Y → ℜ be the Lagrangian for
Problem (1.15):

Lω(ϑ, µ, λγ(ω), ζ, ξ, )

= D(ϑ, ϑ) +Hω(x, ϑ, µ, λγ(ω))ζ1 + gα(ω)(x, ϑ)
T ζ2 + gγ(ω)(x, ϑ)

T ζ3 − λTγ(ω)ζ4 + ⟨ϑ, ξ⟩.

where ζ = (ζ1, ζ2, ζ3, ζ4) ∈ ℜn ×ℜ|α(ω)| ×ℜ|γ(ω)| ×ℜ|γ(ω)|.
As an example, we consider the second-order optimality conditions for Problem (1.3)

when Θ = Sl
+.

Theorem 1.6. Let Θ = Sl
+. Let (ϑ∗, µ∗, λ∗, z∗) be a local minimizer of Problem (1.3) and

Assumptions 1, 2, 3 hold. Suppose that, for every ω ⊂ β, CQ(ω), at (ϑ∗, µ∗, λ∗γ(ω)). Then,

for each ω ⊂ β, the set of Lagrange multipliers of (1.15)
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Λω(ϑ
∗, µ∗, λ∗γ(ω)) = {(ζ, ξ) : Dϑ,µ,λγ(ω)

Lω(ϑ
∗, µ∗, λ∗γ(ω), ζ, ξ) = 0,

0 ≤ ζ2 ⊥ gα(ω)(x, ϑ
∗), 0 ≤ ζ4 ⊥ λ∗γ(ω),S

l
+ ∋ ξ ⊥ ϑ∗}

is nonempty and compact. And for ∀d ∈ Cω(ϑ∗, µ∗, λ∗γ(ω)),

sup
(ζ,ξ)∈Λω(ϑ∗,µ∗,λ∗

γ(ω)
)

{
D2

ϑ,µ,λγ(ω)
Lω(ϑ

∗, µ∗, λ∗γ(ω), ζ, ξ)(d, d) + 2⟨ξ, dϑ[ϑ∗]†dϑ⟩
}

≥ 0,

Theorem 1.7. Let Θ = Sl
+. Let (ϑ∗, µ∗, λ∗, z∗) be a feasible point of Problem (1.3) and

Assumptions 1, 2, 3 hold. Suppose that, for every ω ⊂ β, the set of Lagrange multipliers of
(1.15) Λω(ϑ

∗, µ∗, λ∗γ(ω)) is nonempty. And for ∀d ∈ Cω(ϑ∗, µ∗, λ∗γ(ω)) \ {0},

sup
(ζ,ξ)∈Λω(ϑ∗,µ∗,λ∗

γ(ω)
)

{
D2

ϑ,µ,λγ(ω)
Lω(ϑ

∗, µ∗, λ∗γ(ω), ζ, ξ)(d, d) + 2⟨ξ, dϑ[ϑ∗]†dϑ⟩
}
> 0.

Then the second-order growth condition holds at (ϑ∗, µ∗, λ∗).

2 The smoothed Fischer-Burmeister function approach

Problem (1.1) is an MPEC problem, for such a problem, it is not suitable to treat it as
a traditional NLP problem because, as explained in [13, Example 3.1.1 and Example 3.1.2],
even the basic constraint qualification (namely the tangent cone is equal to the linearized
cone at an optimal solution) does not hold. To overcome this difficulty, various relaxation
approaches have been proposed dealing with the complementarity constraints. Facchinei
et al.(1999) [7] and Fukushima and Pang(1999) [9] used ψε(a, b) = 0 to approximate the
complementarity relation 0 ≤ a, 0 ≤ b, ab = 0, where ψε(a, b) is the smoothed Fischer-
Burmeister function

ψε(a, b) = a+ b−
√
a2 + b2 + 2ε2. (2.1)

Scholtes(2001)[15] used
a ≥ 0, b ≥ 0, ab ≤ ε,

and Lin and Fukushima (2005) [12] used

(a+ ε)(b+ ε) ≥ ε2 and ab ≤ ε2

to relax the complementarity relationship of a and b.
In this section, we use ψε(a, b) = 0 to approximate the complementarity relation 0 ≤

a, 0 ≤ b, ab = 0, where ϕε(a, b) is the smoothed Fischer-Burmeister function defined by (2.1).
Define

Ψε(λ, z) =

 ψε(λ1, z1)

...
ψε(λp, zp)

 (2.2)

and
Ω(ε) :=

{
(λ, z) ∈ ℜp ×ℜp : Ψε(λ, z) = 0

}
. (2.3)

Then if (λ, z) ∈ Ω(ε) we have

λ > 0, z > 0 and λizi = ε2, i = 1, . . . , p.
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Obviously ψ0(a, b) = 0 if and only if 0 ≤ a, 0 ≤ b, ab = 0. Therefore Ω(0) = Ω.

For any (λ, z) ∈ ℜ2p, we have

Jλ,zΨε(λ, z) = [JλΨε(λ, z) JzΨε(λ, z)]

where

JλΨε(λ, z) =



1− λ1√
λ21 + z21 + 2ε2

. . .

1− λp√
λ2p + z2p + 2ε2


and

JzΨε(λ, z) =


1− z1√

λ21 + z21 + 2ε2

. . .

1− zp√
λ2p + z2p + 2ε2

 .

Let (λ, z) ∈ Ωε, then, for i = 1, . . . , p,

λi + zi −
√
λ2i + z2i + 2ε2 = 0,

we have λi > 0, zi > 0 and λizi = ε2. Thus

1− λi√
λ2i + z2i + 2ε2

= 1− λi√
λ2i + z2i + 2λizi

= 1− λi
λi + zi

=
zi

λi + zi
,

and in turn we obtain

1− λi√
λ2i + z2i + 2ε2

=
zi

λi + zi
, 1− zi√

λ2i + z2i + 2ε2
=

λi
λi + zi

. (2.4)

Obviously for any ε > 0, both JλΨε(λ, z) and JzΨε(λ, z) are nonsingular matrices, we
can easily obtain the following conclusion.

Lemma 2.1. Let ε > 0. Then for any (λ, z) ∈ Ω(ε) the linear independence constraint
qualification (LICQ) holds and the tangent cone of Ω(ε) at (λ, z) is

TΩ(ε)(λ, z) =
{
(△λ,△z) ∈ ℜ2m : Jλ,zΨε(λ, z)(△λ,△z) = 0

}
, (2.5)

and the normal cone of Ω(ε) at (λ, z) is

NΩ(ε)(λ, z) = N̂Ω(ε)(λ, z) = Jλ,zΨε(λ, z)
Tℜp. (2.6)



698 J.GAO, H. ZHANG, X. XIAO AND L. ZHANG

We use the following problem, denoted by Pε, to approximate Problem (1.1):

min
ϑ,µ,λ.z

D(ϑ, ϑ)

s.t. G(ϑ, µ, λ, z) = 0,
(ϑ, µ, λ, z) ∈ Θ×ℜq × Ω(ε),

(2.7)

where Ω(ε) is defined by (2.3).
We use Φ(ε) to denote the feasible set for Problem (2.7), namely

Φ(ε) = {(ϑ, µ, λ, z) ∈ Θ×ℜq × Ω(ε) : G(ϑ, µ, λ, z) = 0}. (2.8)

Define

Fε(ϑ, µ, λ, z) =

[
G(ϑ, µ, λ, z)

Ψε(λ, z)

]
. (2.9)

Then Φ(ε) is expressed as

Φ(ε) = {(ϑ, µ, λ, z) ∈ Θ×ℜq ×ℜp ×ℜp : Fε(ϑ, µ, λ, z) = 0}.

Similar to the proof of Proposition 1.3, we can establish the following result.

Proposition 2.2. Assume Assumption 1 and Assumption 3 hold, and Assumption 4 is
satisfied at (ϑ, µ, λ) with ϑ ∈ Θ. Then

TΦ(ε)(ϑ, µ, λ, z)

=

d ∈ Y ×ℜq ×ℜp ×ℜp :

Dϑ∇xL(x, ϑ, ϑµ, λ)dϑ +∇xh(x, ϑ)dµ +∇xg(x, ϑ)dλ = 0
Dϑh(x, ϑ)dϑ = 0
Dϑg(x, ϑ)dϑ + dz = 0
dϑ ∈ TΘ(ϑ)
(dλ, dz) ∈ TΩε(λ, z)


= {d ∈ TΘ(ϑ)×ℜq ×ℜp ×ℜp : DFε(ϑ, µ, λ, z)d = 0} .

(2.10)
and

NΦ(ε)(ϑ, µ, λ, z) = N̂Φε(ϑ, µ, λ, z)

=




Dϑ∇xL(x, ϑ, µ, λ)

∗η1
+Dϑh(x, ϑ)

∗η2 +Dϑg(x, ϑ)
∗η3 +NΘ(ϑ)

Jxh(x, ϑ)η1
Jxg(x, ϑ)η1 + ξa
η3 + ξb

 :
(η1, η2, η3) ∈ ℜn+q+p

(ξa, ξb) ∈ NΩε(λ, z)


= DFε(ϑ, µ, λ, z)

∗ℜn+q+p +NΘ(ϑ)× {0q} × {0p} × Jλ,zΨε(λ, z)
Tℜp.

(2.11)

Lemma 2.3. For Ω(ε) defined by (2.3), we have

lim
ε↘0

Ω(ε) = Ω(0). (2.12)

Proof. For any (λ, z) ∈ lim sup
ε↘0

Ω(ε), there exist εk ↘ 0 and (λk, zk) ∈ Ω(εk) such that

(λk, zk) → (λ, z). The inclusion (λk, zk) ∈ Ω(εk) implies

λk + zk −
√
(λk)2 + (zk)2 + 2ε2k = 0.
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Then, letting k → ∞, we have

λ+ z −
√
λ2 + z2 = 0,

namely ψ0(λ, z) = 0 and (λ, z) ∈ Ω(0). Therefore we have

lim sup
ε↘0

Ω(ε) ⊂ Ω(0).

For any (λ, z) ∈ Ω(0), let

I+ = {i : λi > 0}, J+ = {i : zi > 0}, I0 = {1, . . . ,m} \
(
I+ ∪ J+

)
.

For any ε > 0 defined (λ(ε), z(ε)) by

(λi(ε), zi(ε)) =


(λi, ε

2/λi) if i ∈ I+,

(ε2/zi, zi) if i ∈ J+,

(ε, ε) if i ∈ I0,

(2.13)

Then ψε(λi(ε), zi(ε)) = 0 for i = 1, . . . ,m or equivalently Ψε(λ(ε), z(ε)) = 0 or (λ(ε), z(ε) ∈
Ω(ε). Obviously (λ(ε), z(ε) → (λ, z) and this implies that

lim inf
ε↘0

Ω(ε) ⊃ Ω(0).

Therefore Ω(ε) → Ω(0) as ε↘ 0.

Corollary 2.4. Let Φ(ε) be defined by (2.8), then

Φ(ε) → Φ as ε↘ 0.

Proof. In terms of Lemma 2.12, the result can be obtained by noting that Φ(ε) and Φ can
be expressed as

Φ(ε) = {(ϑ, µ, λ, z) ∈ Θ×ℜq ×ℜp ×ℜp : G(ϑ, µ, λ, z) = 0} ∩ Y ×ℜq × Ω(ε)

and

Φ = {(ϑ, µ, λ, z) ∈ Θ×ℜq ×ℜp ×ℜp : G(ϑ, µ, λ, z) = 0} ∩ Y ×ℜq × Ω,

respectively.

We denote the optimal value and the (global) solution set of Problem Pε by κ(ε) and
S(ε), respectively, namely

κ(ε) := inf{D(ϑ, ϑ) | (ϑ, µ, λ, z) ∈ Ω(ε)},

S(ε) := Argmin{D(ϑ, ϑ) | (ϑ, µ, λ, z) ∈ Ω(ε)}.

Theorem 2.5. Let Pε is defined by (2.7), and κ(ε) and S(ε) be its optimal value and
solution set, respectively. Then the function κ(ε) is continuous at 0 with respect to ℜ+ and
the set-valued mapping S(ε) is outer semi-continuous at 0 with respect to ℜ+.
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Proof. As D(ϑ, ϑ) is strictly convex and D is level-bounded, we have κ(ε) is finite and
S(ε) ̸= ∅ for any ε ≥ 0.

Let
D̂ε(ϑ, µ, λ, z) = D(ϑ, ϑ) + δΩ(ε)(ϑ, µ, λ, z),

where δΩ(ε) is the indicator function of Ω(ε). From Lemma 2.3, Ω(ε) → Ω(0) as ε ↘ 0, D̂ε

epi-converges to D̂0. The level-boundedness of D̂ε is easily verified for ε ≥ 0. Therefore, we
have from Theorem 7.41 of Rockafellar and Wets (1998) that the function κ(ε) is continuous
at 0 with respect to ℜ+ and the set-valued mapping S(ε) is outer semi-continuous at 0 with
respect to ℜ+. The proof is completed.

We say that the point (ϑ, µ, λ, z) ∈ Φ(ε) is a stationary point of Pε such that

0 ∈ Dϑ,µ,λ,zD(ϑ, ϑ) +NΦ(ε)(ϑ, µ, λ, z). (2.14)

The following theorem is about the convergence of the stationary points for Pε, which shows
that a cluster point of stationary points for Pε is related to the C-stationary conditions for
Problem (1.1) when ε↘ 0.

Theorem 2.6. Let Assumption 1- Assumption 3 and Assumption 4, at every (ϑ, µ, λ) with
ϑ ∈ Θ, be satisfied. Let (ϑ(ε), µ(ε), λ(ε), z(ε)) be a stationary point for Pε for ε > 0, with
multipliers η(ε) = (η1(ε), η2(ε), η3(ε)) ∈ ℜn+q+p and ξ(ε) = (ξa(ε), ξb(ε)) ∈ NΩε(λ(ε), z(ε)),
then any point (ϑ∗, µ∗, λ∗, z∗, η∗, ξ∗) in the set

lim sup
ε↘0

{(ϑ(ε), µ(ε), λ(ε), z(ε), η(ε), ξ(ε))}

satisfies the C-stationary conditions for Problem (1.1).

Proof. Let (ϑ∗, µ∗, λ∗, z∗, η∗, ξ∗) ∈ lim sup
ε↘0

{(ϑ(ε), µ(ε), λ(ε), z(ε), η(ε), ξ(ε))}. Then there

exists a sequence εk ↘ 0 and (ϑk, µk, λk, zk, ηk, ξk) such that (ϑk, µk, λk, zk, ηk, ξk) →
(ϑ∗, µ∗, λ∗, z∗, η∗, ξ∗) with

0 = DD(ϑk, ϑ
k
) + Dϑ∇xL(x, ϑ

k, µk, λk)∗ηk1 +Dϑh(x, ϑ
k)∗ηk2 +Dϑg(x, ϑ

k)∗ηk3 + vk,

0 = Jxh(x, ϑ
k)ηk1 ,

0 = Jxg(x, ϑ
k)ηk1 + ξka ,

0 = ηk3 + ξkb ,
(2.15)

where
ηk = (ηk1 , η

k
2 , η

k
3 ) ∈ ℜn+q+p, ξk = (ξka , ξ

k
b ) ∈ NΩ(εk)(λ

k, zk).

From the outer continuity of NΘ, we have from (2.15) that

0 ∈ DD(ϑ∗, ϑ) + Dϑ∇xL(x, ϑ
∗, µ∗, λ∗)∗η∗1 +Dϑh(x, ϑ

∗)∗η∗2 +Dϑg(x, ϑ
∗)∗η∗3 +NΘ(ϑ

∗),

0 = Jxh(x, ϑ
∗)η∗1 ,

0 = Jxg(x, ϑ
∗)η∗1 + ξ∗a,

0 = η∗3 + ξ∗b ,
(2.16)



CONTINUOUS INVERSE OPTIMIZATION 701

where

(ξ∗a, ξ
∗
b ) = lim

k→∞
(ξka , ξ

k
b ) ∈ lim sup

k→∞
NΩ(εk)(λ

k, zk). (2.17)

It follows from Lemma 2.3 that (λ∗, z∗) ∈ Ω. Define

α = {i : λ∗i = 0 < z∗i }, β = {i : λ∗i = 0 = z∗i }, γ = {i : λ∗i > 0 = z∗i }.

Let

Dk =



zk1
zk1 + λk1

. . .

zkp
zkp + λkp

 ,

then it follows from (2.6) that

NΩ(εk)(λ
k, zk) =

[
Dk

Ip −Dk

]
ℜp.

so that there exists yk ∈ ℜp such that

ξka = Dkyk, ξkb = (Ip −Dk)yk.

Noting that

Dk →

 I|α| 0 0

0 D|β| 0

0 0 0|γ|

 and Ip −Dk →

 0|α| 0 0

0 I|β| −D|β| 0

0 0 I|γ|

 ,
we have that ykα → [ξ∗a]α and ykγ → [ξ∗b ]γ . Therefore we have

[ξ∗a]γ = 0|γ| and [ξ∗b ]α = 0|α|.

For i ∈ β, one has

λki z
k
i =

zki λ
k
i

(zki + λki )
2
(yki )

2 ≥ 0

which implies that [ξ∗a]i[ξ
∗
b ]i = lim

k→∞
λki z

k
i ≥ 0. Therefore, (ϑ∗, µ∗, λ∗, z∗, η∗, ξ∗) satisfies the

C-stationary conditions for Problem (1.1). The proof is completed.
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