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In general, in an inverse optimization problem, a feasible solution is given which is not
optimal under the current parameter values, and it is required to modify some parameters
with minimum modification cost such that the given feasible solution becomes an optimal
solution. And for the reverse optimization problem, the aim is to adjust the values of the
parameters as little as possible so that the objective values meet some requirements. Burton
and Toint [2] were the first who investigate the inverse version of the shortest path problem.
Since then, different inverse/reverse optimization problems have been considered by various
authors when the modification cost is measured by (weighted) l1, l2 and l∞ norms. For detail,
readers may refer to the survey paper [6] and papers cited therein. In these studies, a basic
assumption is that the modifications of the weights of edges (or arcs) can be any number
in the specified intervals, i.e., the weights of edges (or arcs) can be continuously modified
from the current values to their maximum or minimum values. Recently, inverse/reverse
problems under the weighted Hamming distance also received attention. The Hamming
distance H(c, d) between two given values c and d can be defined as follows:

H(c, d) =

{
1, if c ̸= d,
0, otherwise.

He et al. [5] were the first who investigate the inverse version of the minimum spanning
tree problem under the Hamming distance. In fact the weighted Hamming distance corre-
sponds to the situation in which we might care about only whether the parameter of an arc
is changed, but without considering the magnitude of its change as long as the adjustment is
restricted to a certain interval. We may find applications of the inverse/reverse optimization
problems under the weighted Hamming distance in real world. For example, in practice, we
often wish to reduce the traveling time (or increase the runoff) through a road by widening
the road, and in fact only some places of the road are narrow and to be widened (rather
than every place of the road is narrow). In order to widen these roads, it is possible that the
main cost is spent on demolishing some buildings and rebuilding them elsewhere. Such cost
for road (i, j) may be a fixed amount wij instead of being wij |cij − dij |. On the other hand,
if we want to reduce the runoff of some roads, we often construct one or some toll stations
(or traffic lights system) in these roads, then the cost for road (i, j) may be fixed amount
wij . Another example, with the development of the computer network, users’ demand on
network changes persistently. More kinds of information transmitted and higher quality of
services (Qos) provided are greatly required. To meet those requirements, we need to modify
the exist network, often to use the new Transport Materials or to construct one or some
network servers, then the cost may be fixed amount. So, it is meaningful to consider the
inverse/reverse optimization problems under the weighted Hamming distance. Noting that
not like the l1, l2 and l∞ norms which are all convex and continuous about the modification,
the Hamming distance is discontinuous and nonconvex, which makes the known methods
for l1, l2 and l∞ unable to be applied directly to the problems under such distance measure.

The paper is organized as follows. Section 2 considers the inverse minimum cut problem
under the sum-type Hamming distance. Sections 3 considers the reverse shortest path
problems under the weighted Hamming distance. Some final remarks are made in Section
4.

2 Inverse Minimum Cut Problem Under the Weighted Sum-Type
Hamming Distance

Let N(V,A, c) be a connected and directed network, where V = {1, 2, . . . , n} is the node
set, A is the arc set (|A| = m) and c is the capacity vector for the arcs. Each component cij
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of c is called the capacity of arc (i, j). There are two special nodes in V : the source node s
and the sink node t. Let X and X = V \X be a partition of all vertices such that s ∈ X
and t ∈ X. An s− t cut, denoted by {X,X}, is the set of arcs with one endpoint in X and
another endpoint in X. We further use (X,X) to express the set of forward arcs from a
vertex in X to a vertex in X and use (X,X) to express the set of all backward arcs in the
s − t cut. As we know, the capacity of the s − t cut {X,X}, denoted by c({X,X}), is the
sum of the capacities of all forward arcs, i.e.,

c({X,X}) =
∑

(i,j)∈(X,X)

cij .

The minimum-cut problem is to determine an s − t cut with minimum capacity. It is a
classical network optimization problem that has many applications. It is well-known that
the minimum cut problem can be solved in strongly polynomial time [1].

Conversely, an inverse minimum cut problem is to modify the arc capacity vector as little
as possible such that a given s− t cut can form a minimum cut. Yang et al. [9] showed that
the inverse minimum cut problem with one s− t cut is given under the l1 norm is strongly
polynomial time solvable by transform it into a minimum cost flow problem. Zhang and
Cai [11] further studied the more general inverse minimum cut problem in which multiple
cuts are given. They transformed the problem into a minimum cost circulation problem
and hence the problem can be solved efficiently by strongly polynomial algorithm. Liu and
Yao [7] showed that the weighted inverse minimum cut problem under the bottleneck type
Hamming distance is also strongly polynomial time solvable. In this paper, we consider the
inverse minimum cut problem under the weighted sum-type Hamming distance.

Let each arc (i, j) have an associated capacity modification cost wij ≥ 0, and let w

denote the arc modification cost vector. Let {X0, X
0} be a given s − t cut in the network

N(V,A, c). Then for the general weighted inverse minimum cut problem under the sum-type
Hamming distance, we look for an arc capacity vector d such that

(a) {X0, X
0} is a minimum cut of the network N(V,A, d);

(b) for each (i, j) ∈ A, −lij ≤ dij − cij ≤ uij , where 0 ≤ lij ≤ cij , 0 ≤ uij are respectively
given bounds for decreasing and increasing capacity;

(c) the total modification cost for changing capacities of all arcs, i.e.,
∑

(i,j)∈A wijH(cij , dij),

is minimized, where H(cij , dij) is the Hamming distance between cij and dij .
Hence, the general weighted inverse minimum cut problem under the sum-type Hamming

distance can be formulated as follows:

min
∑

(i,j)∈A

wijH(cij , dij)

s.t. Cut {X0,X
0} is a minimum cut of N(V,A, d);

−lij ≤ dij − cij ≤ uij , for each (i, j) ∈ A.

(2.1)

The following result is well known [1].

Lemma 2.1. An s− t cut {X,X} of the network N(V,A, c) is a minimum cut if and only
if there exists a feasible flow f from node s to node t that “saturates” the cut {X,X}, i.e.,
there exists a feasible flow f such that

fij = cij , if (i, j) ∈ (X,X),

fji = 0, if (j, i) ∈ (X,X).

In such case the flow f must be a maximum flow of the network N(V,A, c).
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Based on the Lemma 2.1, the next lemma can be proved by an argument similar to the
proof of the Lemma 2.2 in [7].

Lemma 2.2. If the problem (2.1) has a feasible solution, then there exists an optimal
solution d∗ such that

(I) d∗ij ≤ cij for (i, j) ∈ (X0, X
0
).

(II) d∗ij = cij for (i, j) ∈ (X
0
, X0).

(III) d∗ij ≥ cij for other (i, j).

Next, we will show the problem (2.1) is NP-hard. To show this result, we transfer the
decision version of the Knapsack Problem, that is a well-known NP-hard problem[4], into a
special case of the decision version of the problem (2.1).

The decision version of Knapsack Problem(DVKP):
Given a knapsack of capacity C > 0 and n items. Each item has value pi > 0 and weight

wi > 0. For a given threshold K, whether there is a selection of items (θi = 1 if item i be
selected and 0 otherwise) satisfying the following two conditions:

(a)
n∑

i=1

θi · wi ≤ C;

(b)
n∑

i=1

θi · pi ≥ K.

Theorem 2.3. Even if the modified arcs are restricted in (X0, X
0
), i.e., lij = uij = 0 if

(i, j) /∈ (X0, X
0
), the problem (2.1) is NP-hard.

Proof. The decision version of the problem (2.1) is as follows:
For a given threshold C, whether there is a solution d satisfying the following conditions:

(a) {X0, X
0} is a minimum cut of the network N(V,A, d);

(b) for each (i, j) ∈ A, −lij ≤ dij − cij ≤ uij ;
(c) the total modification cost for changing capacities of all arcs is not greater than C,

i.e., ∑
(i,j)∈A

wijH(cij , dij) ≤ C.

For a given instance of DVKP {n,wi, pi, C,K}, we construct a networkN and an instance
of the decision version of the problem (2.1) as follows:

The network N has 2n+ 3 nodes: {s, t, 1, 2, · · · , 2n+ 1} and 3n+ 1 arcs: ai = (s, i), i =
1, 2, · · · , n; bi = (i, i+ n), i = 1, 2, · · · , n; ci = (i+ n, 2n+ 1), i = 1, 2, · · · , n; d = (2n+ 1, t).
An illustration of the network N is shown in the Figure 1.

Set the {wij , cij , lij , uij} as follows:
(1) If (i, j) ∈ {a1, a2, . . . , an, c1, c2, . . . , cn}, then lij = uij = 0, cij = wij = +∞.

(2) If (i, j) = d, then lij = uij = 0, cij =
n∑

i=1

pi −K,wij = +∞.

(3) For the arc bi in {b1, b2, . . . , bn}, we set the capacity equals the item’s value pi, set
the upper bound uij equals 0, set the lower bound lij equals the item’s value pi, set the
modification cost equals the item’s weight wi.

It is clear that the minimum cut of the constructed network N is {X,X} = {d}.
At last, we set the given cut as {X0, X

0} = {b1, b2, . . . , bn}.
It is clear that the construction of the network N can be done in polynomial time.
Due to the Lemma 2.2, the property of the Hamming distance and the definition of

{wij , cij , lij , uij}, the constructed instance of the decision version of the problem (2.1) is:
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Figure 1: An illustration of the network N

For the given threshold C (the capacity of the knapsack), whether there is an arc set
Ω ⊆ {b1, b2, . . . , bn} satisfying the following conditions:

(a)
∑

bi∈Ω

pi ≥ K;

(b)
∑

bi∈Ω

wi ≤ C (where C is the capacity of the knapsack).

We next show that the answer of the given instance of the DVKP is Yes if and only if
the answer of the constructed instance of the decision version of the problem (2.1) is Yes.

First, we assume that the answer of the given instance of the DVKP is Yes, i.e., there
is a selection of items (θi = 1 if item i be selected and 0 otherwise) satisfying the following
two consitions:

(a)
n∑

i=1

θi · wi ≤ C;

(b)
n∑

i=1

θi · pi ≥ K.

Set Ω = {bi|θi = 1, 1 ≤ i ≤ n}. Then we have Ω ⊆ {b1, b2, . . . , bn} and the following
conditions are satisfied:

(a)
∑

bi∈Ω

pi ≥ K;

(b)
∑

bi∈Ω

wi ≤ C.

Which means the answer of the constructed instance of the decision version of the problem
(2.1) is Yes.

Conversely, if the answer of the constructed instance of the decision version of the problem
(2.1) is Yes, i.e., there is an arc set Ω ⊆ {b1, b2, . . . , bn} satisfying the following conditions:

(a)
∑

bi∈Ω

pi ≥ K;

(b)
∑

bi∈Ω

wi ≤ C.

Set θi = 1 if bi ∈ Ω and θi = 0 otherwise, hence we have

(a)
n∑

i=1

θi · wi ≤ C;

(b)
n∑

i=1

θi · pi ≥ K.

Which means the answer of the given instance of the DVKP is Yes.
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3 Reverse Shortest Path Problems Under the Weighted Hamming
Distance

Let G = (V,E,w) be a connected undirected network consisting of the vertex set V =
{v1, v2, . . . , vn} and the edge set E = {e1, e2, . . . , em}. w = (w1, w2, . . . , wm) is the length
vector associated with the edges, where wi ≥ 0 is the length of edge ei, 1 ≤ i ≤ m. Let
(sk, tk)(k = 1, 2, . . . , r) be r origin-destination pairs. Then, the shortest path problem is to
find a path Pk from sk to tk such that

∑
p∈Pk

w(p) is minimum among all paths connecting sk

and tk.

Due to its fundamental characteristic and wide range of applications, the shortest path
problem plays an important role in the network optimization. In practice, many practical
problems can be transformed to the shortest path problem. On the other hand, efficient
algorithms for the shortest path problem are often called as a subprogram of the algorithms
of some other network optimization problems. In fact, the shortest path problem is ex-
tensively applied in communication, computer systems, transportation networks and many
other practical problems.

Conversely, a reverse shortest path problem is to modify the edge length vector as little
as possible such that the shortest path cannot exceed a given bound. Duin and Volgenant
[3] discussed the unbounded case of the inverse minimum spanning tree problem under
the bottleneck-type Hamming distance. They presented an improved algorithm with a
time complexity O(n2). They further extended the results to the inverse shortest path tree
problem and the linear assignment problem. Xu and Zhang [8] discussed an inverse weighted
shortest path problem with a single required pair and a single path. They first showed that
the set of the feasible solution is a polyhedral cone and gave a sufficient and necessary
condition for it. And then they found the algebraic characters of the extreme directions
of the feasible set and showed a graphic character of the extreme directions. Zhang et
al. [10] considered the shortest path improvement problems under the Hamming distance.
They used a complicated reduction to show that the shortest path improvement problem
under the sum-type Hamming distance is strongly NP-hard. Zhang and Lin [12] considered
the reverse shortest path problem under l1 norm. They first showed the general case is
strongly NP-complete. And then they presented polynomial time algorithms for two special
cases: the reverse shortest path problem with single source and single terminal, the reverse
shortest path problem on tree network with single source. Zhang et al. [13] considered the
inverse shortest path problem under the l1 norm. They first developed a column generation
algorithm which can get an optimal solution in finitely many steps. And then they used
some numerical results to show the algorithm has a good performance. In this paper, we
consider the weighted reverse shortest path problems under the Hamming distance, which
can be described as follows: Let l = (l1, l2, . . . , lm)(li ≥ 0) be the lower bound vector of the
edge length, that is, for each i = 1, 2, . . . ,m, the length of edge ei cannot be less than li. Let
c = (c1, c2, . . . , cm) be the cost vector for modifying the edge lengths. Let di(i = 1, 2, . . . , r)
be the upper bound of the length of the shortest path between si and ti, that is, the length
of the shortest path between vertices si and ti cannot exceed di. We express the shortest
distance between the vertices si and ti under the length vector w as dw(si, ti). Then for the
weighted reverse shortest path problem under the sum-type Hamming distance, we look for
a new edge length vector w∗ = (w∗

1 , w
∗
2 , . . . , w

∗
m) such that

(a) For i = 1, 2, . . . , r, dw∗(si, ti) ≤ di;

(b) for i = 1, 2, . . . ,m, li ≤ w∗
i ≤ wi;



INVERSE MINIMUM CUT & REVERSE SHORTEST PATH 599

(c) the total edge modification cost, i.e.,
m∑
i=1

ciH(w∗
i , wi), is minimized, where H(w∗

i , wi)

is the Hamming distance between w∗
i and wi.

For the weighted reverse shortest path problem under the bottleneck-type Hamming
distance, we look for an edge length vector w∗ = (w∗

1 , w
∗
2 , . . . , w

∗
m) such that the constraints

(a) and (b) hold and
(c′) the maximum edge modification cost, i.e., max

ei∈E
ciH(w∗

i , wi), is minimized.

3.1 The complexity of the general problem under the sum-type Hamming
distance

In this subsection, we consider the problem under the sum-type Hamming distance, which
can be formulated as follows:

min
m∑
i=1

ciH(w∗
i , wi)

s.t. dw∗(si, ti) ≤ di, for i = 1, 2, . . . , r;
li ≤ w∗

i ≤ wi, for i = 1, 2, . . . ,m.

(3.1)

We will show that the problem (3.1) is strongly NP-hard. To show this result, we
introduce a strongly NP-complete problem as follows:

Three dimensional matching problem (3DM)
Given three disjoint sets U, V,W with |U | = |V | = |W | = K and a subset Q of U×V ×W ,

is there a subset M (called a perfect matching, if it exists) of Q with |M | = K such that
whenever (u, v, w) and (u′, v′, w′) are distinct triples in M , u ̸= u′, v ̸= v′,w ̸= w′?

It is well-known that the three dimensional matching problem is regarded as one of the
six basic NP-complete problems [4].

Theorem 3.1. Even if si = s for each i = 1, 2, . . . , r and ci = 1 for each i = 1, 2, . . . ,m,
the problem (3.1) is strongly NP-hard.

Proof. The decision version of the problem (3.1) is as follows: For a given threshold b,
whether there is a solution w∗ = (w∗

1 , w
∗
2 , . . . , w

∗
m) satisfying the following conditions:

(a) dw∗(si, ti) ≤ di, for i = 1, 2, . . . , r;
(b) li ≤ w∗

i ≤ wi, for i = 1, 2, . . . ,m;

(c)
m∑
i=1

ciH(w∗
i , wi) ≤ b.

For a given w∗ = (w∗
1 , w

∗
2 , . . . , w

∗
m), checking conditions (a), (b) and (c) can be completed

in polynomial time because there are polynomial time algorithms for the original shortest
path problem. Therefore, the decision version of the problem (3.1) is in the class NP.

For a given instance of 3DM problem (U, V,W,Q), we construct a network N and an
instance of the decision version of the problem (3.1) as follows:

(1) The vertex set of N is U ∪ V ∪W ∪Q ∪ {s}, where the new vertex s is a source and
all vertices associated with the elements in U ∪ V ∪W are terminals;

(2) for every triple q = (u, v, w) ∈ Q, we join edges (q, u), (q, v), (q, w), where u ∈ U ,
v ∈ V , w ∈ W , we also join (s, q) for all q ∈ Q;

(3) for edges (q, u), (q, v) and (q, w), let the lengths of them are equal to 0; for edges
(s, q), let the lengths of them are equal to 1; and for all edges in N , let the lower length
bounds of them are equal to 0 and the modification costs of them are equal to 1. Moreover,
for all pairs of sources and terminals (s, u), (s, v) and (s, w), let the requested upper bound
for these distance be di = 0 and let the threshold b = K.
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Figure 2: An illustration of the network N .

An illustration of the network N is shown in the Figure 2.
It is clear that the construction of this network N can be done in polynomial time.

We next show that the instance of 3DM problem has a perfect matching M if and only if
the constructed instance of the decision version of the problem (3.1) has a feasible solution

w∗ = (w∗
1 , w

∗
2 , . . . , w

∗
m) such that

m∑
i=1

ciH(w∗
i , wi) ≤ K.

First, we assume that the 3DM problem has a perfect matching M ⊆ Q. We let

w∗(a) =

{
1, if a = (s, q) and q /∈ M,
0, otherwise.

Since K vertices of M are adjacent to all 3K vertices of U ∪ V ∪W , it follows that the
source s can reach all terminals by paths of length 0. Hence, w∗ = (w∗

1 , w
∗
2 , . . . , w

∗
m) is a

feasible solution with
m∑
i=1

ciH(w∗
i , wi) = |M | = K.

Conversely, let w∗ = (w∗
1 , w

∗
2 , . . . , w

∗
m) be a feasible solution of the constructed instance

with
m∑
i=1

ciH(w∗
i , wi) ≤ K. By the condition (a) and the request that all di = 0, we can

see that the source s and each terminal in U ∪ V ∪ W have to be connected by a path of
length 0. Therefore, there must be some edges a = (s, q), q ∈ Q having w∗(a) = 0. Let
M = {q ∈ Q | w∗(a) = 0 and a = (s, q)}. Then the vertices of M can reach 3K vertices

of U ∪ V ∪ W . Thus, |M | ≥ K. Since |M | ≤
m∑
i=1

ciH(w∗
i , wi) ≤ K, we have |M | = K. It

implies that M is a perfect matching.

3.2 The problem under the bottleneck-type Hamming distance

The problem considered in this subsection is the weighted reverse shortest path problem
under the bottleneck-type Hamming distance which can be formulated as follows:

minmax
ei∈E

ciH(w∗
i , wi)

s.t. dw∗(si, ti) ≤ di, for i = 1, 2, . . . , r;
li ≤ w∗

i ≤ wi, for i = 1, 2, . . . ,m.

(3.2)
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Lemma 3.2. Set w
′
as w

′

i = li for i = 1, 2, . . . ,m. If w
′
is not a feasible solution of the

problem (3.2), then the problem (3.2) is infeasible.

The above result is straightforward since when we set w
′

i = li for i = 1, 2, . . . ,m, we

can not modify the edge length any more. But the w
′
is still not a feasible solution of the

problem (3.2), hence the problem (3.2) is infeasible.
Now, we are going to present an algorithm to solve the problem (3.2) in strongly poly-

nomial time due to the Lemma 3.2 and the property of the Hamming distance.

Algorithm 1.

Step 1 Set w
′

i = li for i = 1, 2, . . . ,m and run the shortest path algorithm to check

whether the w
′
is a feasible solution of the problem (3.2). If not, output the problem (3.2)

is infeasible and stop. Otherwise go to Step 2.
Step 2 Set Ω = ∆ = ∅ and Γ = E, go to Step 3.
Step 3 Find

cs = min{ci | ei ∈ Γ}.

And let
∆ = {ei ∈ Γ | ci = cs},

Ω = Ω ∪∆,Γ = Γ \∆,

wi =

{
li, if ei ∈ ∆,
wi, otherwise.

Go to Step 4.
Step 4 Run the shortest path algorithm to check whether the current length vector w

is a feasible solution of the problem (3.2). If yes, then go to Step 5. Otherwise set ∆ = ∅
and go back to Step 3.

Step 5 Output the optimal solution w∗ of the problem (3.2) as

w∗
i =

{
li, if ei ∈ Ω,
wi, otherwise,

and the associate optimal objective value is max{ci | ei ∈ Ω}.

Theorem 3.3. Algorithm 1 solves the problem (3.2) with a time complexity O(mn2).

Proof. If the algorithm stops at Step 1, then the problem (3.2) has no feasible solution.
Otherwise the problem (3.2) has at least one optimal solution, i.e., the algorithm will

stop at Step 5, which implies the output length vector w∗ is a feasible solution of the problem
(3.2). Furthermore, we claim that it is an optimal solution of the problem (3.2). If not,
there exists another feasible solution w of the problem (3.2) satisfies

cp < cq,

where cp = max
ei∈E

ciH(wi, wi) and cq = max{ci | ei ∈ Ω}.
Let

Dp = {ei ∈ E | ci ≤ cp}

and
Dq = {ei ∈ E | ci < cq}.
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We refer the process starting from the Step 3 to the next Step 3 as one iteration. Then
from the algorithm, there exists an iteration, denoted as Iq, in which the current length
vector w is not a feasible solution of the problem (3.2) and we have cq = min{ci | ei ∈ Γ},
which yields that even if we changed all the costs of the edges in Dq, the current w can
not meet the first constraint of the problem (3.2). Due to Dp ⊆ Dq from cp < cq, we can
conclude that even if we change all the costs of the edges in Dp, the new length vector can
not meet the first constraint of the problem (3.2), which is contradictory to the fact that w
is a feasible solution of the problem (3.2).

Finally, we consider the time complexity of the Algorithm 1. It is clear that the main
computation of the Step 1 and the Step 2 is running the shortest path algorithm once, which
can be finished in O(n2) time[1]. In each iteration, the main computation is running the
shortest path algorithm once which can be finished in O(n2) time[1]. Since we change at
least one arc length in each iteration, the algorithm will stop after at most m iterations.
Hence the Algorithm 1 runs in O(n2) +O(mn2) = O(mn2) time in the worst case, and it is
a strongly polynomial time algorithm.

4 Concluding Remarks

In this paper we studied the inverse minimum cut problem under the sum-type weighted
Hamming distance and the reverse shortest path problems under the weighted Hamming
distance. For the inverse minimum cut problem, we showed it is NP-hard due to the Knap-
sack Problem. For the reverse shortest path problems, we first showed the problem under
the sum-type case is strongly NP-hard due to the Three Dimensional Matching problem,
and then we presented an strongly polynomial time algorithm for the bottleneck-type case.

As a future research topic, it will be meaningful to consider other inverse combinational
optimization problems under Hamming distance. Studying computational complexity results
and proposing optimal/approximation algorithms are promising.
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