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#### Abstract

This paper studies a combination problem of parallel machine scheduling and the covering problem. We say a combinatorial optimization problem is a covering problem if it minimizes a linear objective function under some constraints and the variables are binary. The covering problem generalizes many classic combinatorial optimization problems, e.g. the shortest path problem, the vertex cover problem and the hitting set problem. The combination problem considered in this paper is to assign some of the jobs on $m$ parallel machines such that the jobs correspond to a feasible solution of the covering problem and the objective is to minimize the makespan. We propose a unified approximation algorithm for the combination problem in which the parallel machines are uniformly related. An improved result is obtained when the parallel machines are identical. We apply our results to some specific combination problems to demonstrate our approach.
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## 1 Introduction

Historically the study of combinatorial optimization was divided into many subfields, e.g. machine scheduling, network flow, network design, knapsack problem and bin packing problem. These subfields were usually studied individually. With the rapid development of science and technology, the decision-makers always need to deal with a system concerned with more than one optimization problem. For example, we want to build a road between two main cities by some construction corporations. The decision-maker needs to choose a path to connect the two cities, that usually is a shortest path problem, and then assign the construction tasks to the corporations, that usually corresponds to a machine scheduling problem. How can he or she choose a feasible path that can be constructed as early as possible? This problem combines the shortest path problem and the machine scheduling problem. Many combination problems can be found in real life, but little research studied the combination of optimization problems in literature.

Wang and Cui first presented the combination problem of parallel machine scheduling and the vertex cover problem in which some of the jobs need to be assigned on $m$ identical parallel machines such that the assigned jobs correspond to a vertex cover for a given

[^0][^1]graph and the objective is to minimize the makespan [30]. They denoted the problem by $P_{m} \mid$ vertex cover $\mid C_{m a x}$, and revealed that it may lead to an inefficient solution if we simply solve the two subproblems successively. They proposed an LLR algorithm that incorporates the LPT (Longest Processing Time) rule for parallel machine scheduling and the local ratio method for the vertex cover problem by introducing a replacement policy, and proved that the LLR algorithm is $\left(3-\frac{2}{m+1}\right)$-approximate. This study connects two fundamental combinatorial optimization problems, and inspires us to consider a wide range of new combinations of combinatorial optimization problems. There are some natural extensions of this work, for instance we can consider the parallel machines to be uniformly related, and the vertex cover problem can be replaced by one of its extensions, for example the prize collecting vertex cover problem or the hitting set problem. The purpose of this paper is to propose a unified combination problem containing all of these extensions.

We say a combinatorial optimization problem is a covering problem if it is a minimization problem with binary variables, and it minimizes a linear objective function under some constraints. The covering problem generalizes many classic combinatorial optimization problems, e.g. the shortest path problem, the vertex cover problem and the hitting set problem. In fact, the combinatorial optimization problem defined by Wolsey coincides with our covering problem [31]. Our combination problem is to assign some of the jobs on $m$ uniformly related parallel machines such that the jobs correspond to a feasible solution of the covering problem and the makespan is minimized. We denote the combination problem by $Q_{m} \mid$ COVERING $\mid C_{m a x}$. The combination problem is usually not easier than any of the individual problems, and it needs to investigate the properties of the individual problems and integrate them to develop an efficient algorithm for the combination problem. We first give a short review on scheduling problems. The covering problem and the combination problem will be further discussed after we formally define them in the next section.

Scheduling problems have wide applications in many areas, including computer and manufacturing systems, agriculture, hospital, transport and so on [26]. Scheduling problems are usually specified by the machine environment, the optimally criterion and the job characteristics [5]. In a uniformly related parallel machine scheduling problem, denoted by $Q_{m} \| C_{m a x}$, each machine has a processing speed and the objective is to minimize the makespan, i.e. the last completion time. If the speeds are the same for all machines, $Q_{m} \| C_{\max }$ becomes the identical parallel machine scheduling problem, denoted by $P_{m} \| C_{\max }$. Both of $P_{m} \| C_{\max }$ and $Q_{m} \| C_{\max }$ are NP-hard [11], and they have been extensively studied. In the first paper on the worst-case analysis of an approximation algorithm, Graham showed that the LS (List Scheduling) algorithm, which assigns the first available job on the least load machine, is ( $2-\frac{1}{m}$ )-approximate for $P_{m} \| C_{\max }$ [13]. If the jobs are ordered of non-increasing processing times, then the LS algorithm is known as the LPT rule. Graham proved that the LPT rule has a worst case ratio $\frac{4}{3}-\frac{1}{3 m}$ for $P_{m} \| C_{\max }[14]$. Morrison applied the LPT rule to $Q_{m} \| C_{m a x}$ and obtained a max $\left\{\frac{\sigma}{2}, 2\right\}$-approximation algorithm in which $\sigma$ is the ratio of the maximum machine speed to the minimum machine speed [28]. Gonzalez and Ibarra presented a modified LPT rule that assigns the current job to the machine with the smallest completion time, and showed that its worst-case ratio is $2-\frac{2}{m+1}$ [12]. A constant ratio $\frac{19}{12}$ for $Q_{m} \| C_{\text {max }}$ was obtained in [9] and [10]. Recently the result was improved by Kovács [25]. Each of $P_{m} \| C_{\max }$ and $Q_{m} \| C_{\max }$ has PTAS [17, 18], and FPTAS exists if the number of the machines is fixed [29, 20].

The contributions of this paper include: (1) we formally describe the considered problem; (2) given that there is an algorithm with worst-case ratio $r$ for the covering problem, we present two approximation algorithms for $Q_{m} \mid$ COVERING $\mid C_{m a x}$ with worst-case ratios $r+\frac{(m-1) \lambda_{m}}{\sum_{i=1}^{m} \lambda_{i}}$ and $\frac{r+\sqrt{r^{2}+4 r(m-1)}}{2}$ respectively where $\lambda_{i}$ is the speed of machine $i ;(3)$ if
the machines are identical or the covering problem is specified, e.g. shortest path, price collecting vertex cover or hitting set, some explicit or better results are obtained.

The rest of this paper is organized as follows. We formally define the covering problem and the combination problem in Section 2. In Section 3, we propose and analyze the $L A_{r} R$ algorithm for $Q_{m} \mid$ COVERING $\mid C_{\max }$, and some improved results are obtained in Section 4. In Section 5, we apply our results to some specific combination problems, and Section 6 concludes our work.

## 2 Preliminaries

We first give the definition of a covering problem.
Definition 2.1. Given a set of feasibility constraints $C$, a nonnegative weight vector $w=$ $\left(w_{1}, \ldots, w_{n}\right)$, a problem is called a covering problem if it minimizes $w \cdot x$ by finding a vector $x \in\{0,1\}^{n}$ such that $x$ satisfies the constraints in $C$, in which • denotes the inner product of two vectors.

In the rest of the paper, we always use $\operatorname{covering}(w)$ to denote a covering problem with certain constraints $C$ in which $w$ denotes the non-negative weight vector. When there is no danger of confusion, we also simply write Covering $(w)$ as Covering. The covering problem generalizes many classic combinatorial optimizations. For example, in the vertex cover problem, we are given an undirected graph $G=(V, E)$, in which each vertex $i$ has a non-negative weight $w_{i}$, the objective is to find a set of vertices $U \subseteq V$ with minimum total weight such that for each edge $(i, j)$ of $E$, at least one of $i$ and $j$ belongs to $U$. Let $x_{i}=1$ if the vertex $i$ is chosen and $x_{i}=0$ otherwise, and then a set of vertices is a feasible solution if and only if the corresponding variables satisfy $x_{i}+x_{j} \geq 1$ for each edge $(i, j)$ of $E$, that specify the constraints of $C$. Assume $|V|=n$, and then the vertex cover problem is to minimize $w \cdot x$ by finding a vector $x \in\{0,1\}^{n}$ such that $x$ satisfies the constraints of $C$. Similarly, we can verify that the shortest spanning tree problem, the shortest path problem, the Steiner tree problem and the extensions of the vertex cover problem, for example the prize collecting vertex cover problem and the hitting set problem, are all covering problems. Since the related bibliography on covering problems is vast, we will only mention some related results in Section 5 when we apply our general result to some specific combination problems, and the readers are referred to [24] for comprehensive reviews.

Now we can define the combination problem of $Q_{m} \| C_{\max }$ and a covering problem COVERING.

Definition 2.2. Given a covering problem Covering with $n$ variables, each variable $x_{i}$ of COVERING corresponds to a job $J_{i}$ with processing time $p_{i}$. Let $p=\left(p_{1}, \ldots, p_{n}\right)$ be the vector of processing times. Define $S_{x}$ to be a set of jobs such that $J_{i} \in S_{x}$ if and only if $x_{i}=1$. The $Q_{m} \mid$ COVERING $\mid C_{\max }$ problem is to find a feasible solution $x$ of COVERING and assign the jobs of $S_{x}$ on $m$ uniformly related parallel machines to minimize the makespan.

Throughout this paper, we generally assume that the covering problem COVERING has a feasible solution since otherwise $Q_{m} \mid$ COVERING $\mid C_{\max }$ will have no feasible solution. In $Q_{m} \mid$ Covering $\mid C_{m a x}$, COVERING provides the feasibility constraints and the scheduling problem $Q_{m} \| C_{\max }$ decides the final objective. The weight vectors $w$ and $p$ are not necessarily the same in the definition. It seems that the objective of COVERING does not appear in Definition 2.2, but we define the covering problem to be an optimization problem other than a feasibility problem because of two reasons. First, if we set $w=p$ and $m=1$, then
$Q_{m} \mid$ Covering $\mid C_{\max }$ is indeed the covering problem. It implies that the optimization problem covering is inherent in the considered problem though the objective of COVERING does not directly act on Definition 2.2. Secondly, and the most important reason is that to design and analyze an efficient algorithm for the combination problem, we need covering have the following property, which only applies to an optimization problem.

Assumption 2.1. Assume that there exists a polynomial-time $r$-approximation algorithm $A_{r}$ for the covering problem covering.

We define the covering problem in a general way such that many combinatorial optimization problems are special cases of it. Assumption 2.1 provides some useful information on the covering problem. In the later discussion, we will iteratively adopt a $r$-approximation algorithm $A_{r}$ for a specific covering problem to obtain an efficient solution for the combination problem obtained by combining the parallel machine scheduling problem and the covering problem.

The $P_{m} \mid$ vertex cover $\mid C_{\text {max }}$ problem studied in [30] is a special case of $Q_{m} \mid$ COVERING $\mid C_{\text {max }}$ in which the parallel machines are identical and covering is the vertex cover problem. We know that the vertex cover problem has $\left(2-\frac{\log \log n}{2 \log n}\right)$-approximation algorithm based on the local ratio method [3] and a $\left(2-\Theta\left(\frac{1}{\sqrt{\log n}}\right)\right.$ )-approximation algorithm by an SDP approach [22].
$Q_{m} \| C_{\max }$ is another subproblem of our combination problem. Let the $m$ uniformly related parallel machines be $\left\{M_{1}, M_{2} \ldots, M_{m}\right\}$ with processing speeds $\left\{\lambda_{1}, \lambda_{2}, \ldots, \lambda_{m}\right\}$. If $\lambda_{1}=\lambda_{2}=\cdots=\lambda_{m}$, then $Q_{m} \| C_{\max }$ is reduced to $P_{m} \| C_{\max }$. Without loss of generality, assume that $1=\lambda_{1} \leq \lambda_{2} \leq \cdots \leq \lambda_{m}$. Let $J=\left\{J_{1}, J_{2} \ldots, J_{n}\right\}$ be a set of jobs with the vector of processing times $p=\left(p_{1}, \ldots, p_{n}\right)$. The following LPT rule is a practical and efficient algorithm for $P_{m} \| C_{\max }$.

```
Algorithm 1 The LPT rule for \(P_{m} \| C_{\max }\)
    sort the jobs in order of non-increasing processing times,
    whenever a machine becomes idle, assign the first available job to it.
```

For $Q_{m} \| C_{\max }$, the LPT rule is stated as follows.

```
Algorithm 2 The LPT rule for \(Q_{m} \| C_{\max }\)
    sort the jobs in order of non-increasing processing times,
    assign the first available job to the machine on which it will finish first.
```

The LPT rule will be frequently used as subroutines in our algorithms.

## 3 Approximation Algorithm for the Combination Problem

For $P_{m} \mid$ vertex cover $\mid C_{\text {max }}$, Wang and Cui developed the LLR algorithm that incorporates the LPT rule for $P_{m} \| C_{\text {max }}$ and the local ratio method for the vertex cover problem by a replacement policy [30]. The LLR algorithm first adopts the local ratio method for the vertex cover problem to obtain a feasible solution, and then schedules the corresponding jobs by the LPT rule. While the last completed job occupies one machine, the LLR algorithm considers to replace it by its neighbors and schedules the jobs by the LPT rule iteratively. The work on $P_{m} \mid$ vertex cover $\mid C_{\text {max }}$ inspires the current study, but the main ideas of the

LLR algorithm do not work for $Q_{m} \mid$ COVERING $\mid C_{\max }$ because it uses a specific algorithm and some underlying properties of the vertex cover problem whereas our covering problem is abstract and we only know it has a $r$-approximation algorithm. Notice that different choices of the weight vector $w$ in Covering do not act on any feasible solution. We can first set $w=p$ and adopt the $A_{r}$ algorithm to find a $r$-approximation solution $x$ for COVERING, and then schedule the jobs of $S_{x}$ by the LPT rule. To improve the current solution, we can revise the weight vector $w$, and obtain another feasible solution by the $A_{r}$ algorithm, and then run the LPT rule again. We can expect a good solution by iteratively running this procedure if we can establish an appropriate policy to determine when and how to revise the weight vector. Our optimism comes from the fact that we will iteratively run the $A_{r}$ algorithm for COVERING whereas the LLR algorithm only runs the local ratio method once for the vertex cover problem. We propose the $L A_{r} R$ algorithm that iteratively runs the $A_{r}$ algorithm for COVERING and the LPT rule for $Q_{m} \| C_{\max }$ by adopting the following revision policy: in a current schedule, if a job, namely $J_{s}$, whose processing time $p_{s}$ is big enough with respect to the current makespan, we will set $w_{s}$ to a big enough value to evade $J_{s}$ 's appearance again.

Before formally giving the $L A_{r} R$ algorithm, we first define some symbols and notations. Let $p(S)$ be the total weights of jobs in a job set $S$. Use $\left(S_{1}^{\prime}, S_{2}^{\prime}, \ldots, S_{m}^{\prime}\right)$ to record a current schedule with makespan $C_{\max }^{\prime}$ and use $\left(S_{1}, S_{2}, \ldots, S_{m}\right)$ to record a best schedule so far with makespan $C_{\max }$ in which $S_{i}$ is a set of jobs that are assigned on machine $i$. Let $S_{i}^{*}$ be the set of jobs that are assigned on machine $i$ in an optimal solution. Denote by $\left(S_{1}^{*}, S_{2}^{*}, \ldots, S_{m}^{*}\right)$ an optimal solution with makespan $C_{\max }^{*}$, and let $x^{*}$ be the corresponding feasible solution for covering. Define $S=\cup_{i=1}^{m} S_{i}$ and $S^{*}=\cup_{i=1}^{m} S_{i}^{*}$. In our algorithm, we use $D$ to record a set of jobs such that $J_{j} \in D$ if and only if $w_{j}$ has been revised. Let $k>0$ be a constant, and its exact expression will be given later. The algorithm $L A_{r} R$ can be described as follows.

```
Algorithm 3 The \(L A_{r} R\) algorithm for \(Q_{m} \mid\) COVERING \(\mid C_{\max }\)
    set \(w=p\), apply the \(A_{r}\) algorithm for COVERING \((w)\) to obtain a solution \(x\), and construct
    \(S_{x}\).
    schedule the jobs of \(S_{x}\) by the LPT rule, obtain a schedule \(\left\{S_{1}^{\prime}, S_{2}^{\prime}, \ldots, S_{m}^{\prime}\right\}\) with
    makespan \(C_{\text {max }}^{\prime}\) and let \(J_{s}\) be the job with the largest processing time in \(S_{x}\).
    let \(\left\{S_{1}, S_{2}, \ldots, S_{m}\right\}=\left\{S_{1}^{\prime}, S_{2}^{\prime}, \ldots, S_{m}^{\prime}\right\}, C_{\max }=C_{\text {max }}^{\prime}, K=r \sum_{i=1}^{n}\left|p_{i}\right|+1\) and \(D=\emptyset\).
    while \(p_{s} \geq \frac{C_{\max }^{\prime}}{k}\) and \(w \cdot x<K\) do
        \(w_{s} \leftarrow K, D \leftarrow D \cup\left\{J_{s}\right\}\).
        apply the \(A_{r}\) algorithm to obtain a solution \(x\) for COVERING \((w)\), and construct \(S_{x}\).
        schedule the jobs of \(S_{x}\) by the LPT rule, obtain \(\left(S_{1}^{\prime}, S_{2}^{\prime}, \ldots, S_{m}^{\prime}\right), C_{m a x}^{\prime}\) and let \(J_{s}\) be
        the job with the largest processing time in \(S_{x}\).
        if \(C_{\max }^{\prime}<C_{\max }\) then
            \(\left(S_{1}, S_{2}, \ldots, S_{m}\right) \leftarrow\left(S_{1}^{\prime}, S_{2}^{\prime}, \ldots, S_{m}^{\prime}\right), C_{\max } \leftarrow C_{\max }^{\prime}\).
        end if
    end while
    return \(\left(S_{1}, S_{2}, \ldots, S_{m}\right)\) and \(C_{\max }\).
```

Let $C_{\max }$ be the makespan returned by the $L A_{r} R$ algorithm. A simple observation is that $C_{\max } \leq C_{\max }^{\prime}$ always holds for any current schedule with makespan $C_{\max }^{\prime}$ since the schedule returned is the best one during the $L A_{r} R$ algorithm.

The feasibility of covering does not change if we revise the weight vector $w$. Since we have assumed that COVERING has a feasible solution, the $L A_{r} R$ algorithm will return a feasible solution for $Q_{m} \mid$ COVERING $\mid C_{\max }$. In the algorithm, if $w \cdot x \geq K$, then the algorithm
stops. It implies that each weight of $w$ can be revised at most once, and hence there are at most $n$ iterations in which the $A_{r}$ algorithm and the LPT rule are called. The LPT rule can be realized in $O(n \log n+m n)$ time. Assume that the time complexity of the $A_{r}$ algorithm is $T_{r}$, and then the time complexity of the $L A_{r} R$ algorithm is $O\left(n T_{r}+n^{2} \log n+m n^{2}\right)$.

Before analyzing the performance of the $L A_{r} R$ algorithm, we prove two useful lemmas.
Lemma 3.1. If $D \cap S^{*} \neq \emptyset$, then the $L A_{r} R$ algorithm is $k \lambda_{m}$-approximate for $Q_{m} \mid$ Covering $\mid C_{\text {max }}$.
Proof. Suppose $J_{i} \in D \cap S^{*}$, then

$$
\begin{equation*}
C_{\max }^{*} \geq \frac{p_{i}}{\lambda_{m}} \tag{3.1}
\end{equation*}
$$

Since $J_{i} \in D$, there must be a current schedule with makespan $C_{\max }^{\prime}$ such that

$$
\begin{equation*}
p_{i} \geq \frac{C_{\max }^{\prime}}{k} \tag{3.2}
\end{equation*}
$$

and then $J_{i}$ is put into $D$. Noticing that $C_{\max } \leq C_{\max }^{\prime}$ for any current schedule with makespan $C_{\text {max }}^{\prime}$, we have

$$
\begin{equation*}
k \lambda_{m} C_{\max }^{*} \geq C_{\max } \tag{3.3}
\end{equation*}
$$

and the result follows.
Lemma 3.2. Let $S_{x}$ be the set of jobs in the last current schedule, and $w$ be the corresponding weight vector of COVERING. If $D \cap S^{*}=\emptyset$, then $p\left(S_{x}\right)=w \cdot x \leq r p\left(S^{*}\right)$.
Proof. We obtain $x$ by applying the $A_{r}$ algorithm for covering $(w)$. Assume that $\tilde{x}$ is the optimal solution for $\operatorname{Covering}(w)$, and then $w \cdot x \leq r w \cdot \tilde{x}$. If $D \cap S^{*}=\emptyset$, we know the weights of jobs in $S^{*}$ is not changed during the algorithm, and thus $x^{*}$ satisfies $p\left(S^{*}\right)=p \cdot x^{*}=w \cdot x^{*}$. Since we set $K=r \sum_{i=1}^{n}\left|p_{i}\right|+1$, we have

$$
\begin{equation*}
w \cdot x \leq r w \cdot \tilde{x} \leq r p\left(S^{*}\right)<K \tag{3.4}
\end{equation*}
$$

which implies that the weights of jobs in $S_{x}$ are not changed, i.e. $w \cdot x=p \cdot x$. Notice that $p\left(S_{x}\right)=p \cdot x$, and the result follows.

Now we can present our main result.
Theorem 3.3. Set $k=\frac{r}{\lambda_{m}}+\frac{m-1}{\sum_{i=1}^{m} \lambda_{i}}$ in the $L A_{r} R$ algorithm, and then the $L A_{r} R$ algorithm is $k \lambda_{m}$-approximate for $Q_{m} \mid$ COVERING $\mid C_{m a x}$.
Proof. We analyze the performance of the $L A_{r} R$ algorithm under two cases.
Case 1: $D \cap S^{*} \neq \emptyset$
Lemma 3.1 implies that the $L A_{r} R$ algorithm is $k \lambda_{m}$-approximate.
Case 2: $D \cap S^{*}=\emptyset$
In this case, let $\left(S_{1}^{\prime}, S_{2}^{\prime}, \ldots, S_{m}^{\prime}\right)$ be the last current schedule with job set $S_{x}$ and makespan $C_{\text {max }}^{\prime}$. Since $D \cap S^{*}=\emptyset$, from Lemma 3.2, we know $w \cdot x=p\left(S_{x}\right)=p \cdot x<K$ must hold. Therefore, we have $p_{s}<\frac{C_{\max }^{\prime}}{k}$ in the last current schedule since otherwise the "while" iteration will continue. Let $J_{l}$ be the last completed job in this schedule. Obviously, we have

$$
\begin{equation*}
p_{l}<\frac{C_{\max }^{\prime}}{k} \tag{3.5}
\end{equation*}
$$

On the other hand, noticing that $C_{\text {max }}^{*} \geq \frac{p\left(S^{*}\right)}{\sum_{i=1}^{m} \lambda_{i}}$, by lemma 2 , we have

$$
\begin{equation*}
C_{\max }^{*} \geq \frac{p\left(S_{x}\right)}{r \sum_{i=1}^{m} \lambda_{i}} \tag{3.6}
\end{equation*}
$$

Suppose $J_{l}$ is assigned on the $h$ th machine with completion time $C_{\text {max }}^{\prime}$, the LPT rule implies that $\forall i \neq h$,

$$
\begin{equation*}
\frac{p\left(S_{i}^{\prime}\right)+p_{l}}{\lambda_{i}} \geq C_{\max }^{\prime} \tag{3.7}
\end{equation*}
$$

Therefore, we have

$$
\begin{equation*}
p\left(S_{x}\right)=\sum_{i=1}^{m} p\left(S_{i}^{\prime}\right) \geq \sum_{i \neq h}\left(\lambda_{i} C_{\max }^{\prime}-p_{l}\right)+\lambda_{h} C_{\max }^{\prime}=\sum_{i=1}^{m} \lambda_{i} C_{\max }^{\prime}-(m-1) p_{l} . \tag{3.8}
\end{equation*}
$$

Putting (3.6) and (3.8) together, we have

$$
\begin{equation*}
C_{\max }^{*} \geq \frac{\sum_{i=1}^{m} \lambda_{i} C_{\max }^{\prime}-(m-1) p_{l}}{r \sum_{i=1}^{m} \lambda_{i}} \tag{3.9}
\end{equation*}
$$

and thus

$$
\begin{equation*}
\frac{C_{\max }^{\prime}}{C_{\max }^{*}} \leq \frac{r \sum_{i=1}^{m} \lambda_{i} C_{\max }^{\prime}}{\sum_{i=1}^{m} \lambda_{i} C_{\max }^{\prime}-(m-1) p_{l}} . \tag{3.10}
\end{equation*}
$$

From (3.5) and (3.10), we have

$$
\begin{equation*}
\frac{C_{\text {max }}^{\prime}}{C_{\text {max }}^{*}} \leq \frac{r k \sum_{i=1}^{m} \lambda_{i}}{k \sum_{i=1}^{m} \lambda_{i}-(m-1)} \tag{3.11}
\end{equation*}
$$

We have indicated that $C_{\max } \leq C_{\text {max }}^{\prime}$, and then we can conclude that the $L A_{r} R$ algorithm has a worst-case ratio $\max \left\{k \lambda_{m}, \frac{r k \sum_{i=1}^{m} \lambda_{i}}{k \sum_{i=1}^{m} \lambda_{i}-(m-1)}\right\}$. Simple calculation implies that the two terms are all equal to $r+\frac{(m-1) \lambda_{m}}{\sum_{i=1}^{m} \lambda_{i}}$ when $k=\frac{r}{\lambda_{m}}+\frac{m-1}{\sum_{i=1}^{m} \lambda_{i}}$. Therefore, the $L A_{r} R$ algorithm is $k \lambda_{m}$-approximate for $Q_{m} \mid$ COVERING $\mid C_{\text {max }}$.

## 4 Improved Approximation Algorithms

In this section, we propose two improved approximation algorithms for $Q_{m} \mid$ COVERING $\mid C_{\max }$ and $P_{m} \mid$ COVERING $\mid C_{\max }$ respectively. The first approximation algorithm is based on a simple observation that the $L A_{r} R$ algorithm may perform badly if the speed of the last machine, namely $\lambda_{m}$, is big enough with respect to $\sum_{i=1}^{m} \lambda_{i}$. It is possible to obtain an improved solution for this case if we simply assign all jobs of a feasible solution to the last machine. For $P_{m} \mid$ COVERING $\mid C_{\text {max }}$, we can directly adopt the result of Theorem 3.3 by setting $\lambda_{1}=\cdots=\lambda_{m}=1$, but we make use of the property of identical parallel scheduling to obtain improved result.

### 4.1 The $L L A_{r} R$ Algorithm for $Q_{m} \mid$ covering $\mid C_{\max }$

We first present an algorithm, named the LAZY algorithm, that runs in a simple way.
Obviously, the time complexity of the LAZY algorithm is $O\left(T_{r}(n)+m+n\right)$. The analysis of this algorithm is also simple. Actually we have

```
Algorithm 4 The LAZY algorithm for \(Q_{m} \mid\) COVERING \(\mid C_{\max }\)
    set \(w=p\), apply the \(A_{r}\) algorithm for COVERING \((w)\) to obtain a solution \(x\), and construct
    \(S_{x}\).
    assign all jobs in \(S_{x}\) to the \(m\) th machine.
    return \(\left\{0, \ldots, 0, S_{x}\right\}, C_{\max }=p\left(S_{x}\right) / \lambda_{m}\).
```

Theorem 4.1. The LAZY algorithm is $\frac{r \sum_{i=1}^{m} \lambda_{i}}{\lambda_{m}}$-approximate for $Q_{m}|\operatorname{COVERING}| C_{\text {max }}$.
Proof. The solution $x$ is obtained by applying the $A_{r}$ algorithm for $\operatorname{Covering}(p)$, and thus $p\left(S_{x}\right) \leq r p\left(S^{*}\right)$. Since $C_{\max }=p\left(S_{x}\right) / \lambda_{m}$ and $C_{\max }^{*} \geq \frac{p\left(S^{*}\right)}{\sum_{i=1}^{m} \lambda_{i}}$, we have

$$
\begin{equation*}
\frac{C_{\max }}{C_{\max }^{*}}=\frac{p\left(S_{x}\right)}{\lambda_{m} C_{\max }^{*}} \leq \frac{\sum_{i=1}^{m} \lambda_{i} p\left(S_{x}\right)}{\lambda_{m} p\left(S^{*}\right)} \leq \frac{r \sum_{i=1}^{m} \lambda_{i}}{\lambda_{m}} \tag{4.1}
\end{equation*}
$$

and then the result follows.
Although the LAZY algorithm is much simpler than the $L A_{r} R$ algorithm, it may perform better in case $\lambda_{m}$ is big enough. A natural idea is to run the two algorithms consecutively and output the better solution, that leads to the $L L A_{r} R$ algorithm.

```
Algorithm 5 The \(L L A_{r} R\) algorithm for \(Q_{m} \mid\) COVERING \(\mid C_{\max }\)
    apply the LAZY algorithm to get a solution \(\left(S_{1}, S_{2}, \ldots, S_{m}\right)\) with makespan \(C_{\max }\).
    apply the \(L A_{r} R\) algorithm to get a solution \(\left(S_{1}^{\prime}, S_{2}^{\prime}, \ldots, S_{m}^{\prime}\right)\) with makespan \(C_{m a x}^{\prime}\).
    if \(C_{\max } \leq C_{\max }^{\prime}\) then
        return \(\left(S_{1}, S_{2}, \ldots, S_{m}\right)\) and \(C_{\text {max }}\).
    else
        return \(\left(S_{1}^{\prime}, S_{2}^{\prime}, \ldots, S_{m}^{\prime}\right)\) and \(C_{m a x}^{\prime}\).
    end if
```

The time complexity of the $L L A_{r} R$ algorithm is $O\left(n\left(T_{r}(n)+n \log n+m n\right)\right)$. Combining the results of Theorems 3.3 and 4.1, we have
Theorem 4.2. The $L L A_{r} R$ algorithm is $\min \left\{\frac{r \sum_{i=1}^{m} \lambda_{i}}{\lambda_{m}}, r+\frac{(m-1) \lambda_{m}}{\sum_{i=1}^{m} \lambda_{i}}\right\}$-approximate for $Q_{m} \mid$ Covering $\mid C_{\text {max }}$.

Let $\alpha=\min \left\{\frac{r \sum_{i=1}^{m} \lambda_{i}}{\lambda_{m}}, r+\frac{(m-1) \lambda_{m}}{\sum_{i=1}^{m} \lambda_{i}}\right\}$, and then we have

$$
\begin{equation*}
\alpha \leq r+\frac{r(m-1)}{\alpha} \tag{4.2}
\end{equation*}
$$

which implies that

$$
\begin{equation*}
\alpha \leq \frac{r+\sqrt{r^{2}+4 r(m-1)}}{2} . \tag{4.3}
\end{equation*}
$$

This result gives another worst case ratio of the $L L A_{r} R$ algorithm for $Q_{m} \mid$ COVERING $\mid C_{m a x}$, which is independent of the machine speeds.

Corollary 4.3. The $L L A_{r} R$ algorithm is $\frac{r+\sqrt{r^{2}+4 r(m-1)}}{2}$-approximate for $Q_{m} \mid$ COVERING $\mid C_{m a x}$.

### 4.2 The $L A_{r} R$ Algorithm for $P_{m} \mid$ covering $\mid C_{\max }$

For $P_{m} \mid$ covering $\mid C_{m a x}$, if we adopt the result of Theorem 3.3 by setting $\lambda_{1}=\cdots=$ $\lambda_{m}=1$ and $k=r+1-\frac{1}{m}$, we know the worst case ratio of the $L A_{r} R$ algorithm for $P_{m} \mid$ COVERING $\mid C_{\max }$ will be $r+1-\frac{1}{m}$. In this subsection, we reduce the approximation factor by investigating the property of identical parallel machine scheduling. We also adopt the $L A_{r} R$ algorithm for $P_{m} \mid$ Covering $\mid C_{\text {max }}$, but the choice of $k$ is different. We first give a lemma concerned with the LPT rule for identical parallel machine scheduling. Let $J=\left\{J_{1}, J_{2} \ldots, J_{n}\right\}$ be a set of jobs with the vector of processing times $p=\left(p_{1}, \ldots, p_{n}\right)$. Without loss of generality, assume that $p_{1} \geq p_{2} \geq \cdots \geq p_{n}$. Let $C_{\max }$ be the makespan of the schedule obtained by applying the LPT rule to the jobs of $J$ on $m$ identical parallel machines, and $J_{l}$ be the last completed job.

Lemma 4.4. For $P_{m} \| C_{\text {max }}$, let $C_{\max }$ be the makespan returned by the LPT rule. Given any positive integer $k$, if $p_{1}<\frac{C_{\max }}{k}$, then we have

$$
\begin{equation*}
p_{l} \leq \frac{C_{\max }}{k+1} . \tag{4.4}
\end{equation*}
$$

Proof. Let $M_{i}$ be the machine on which $J_{l}$ is processed, i.e. the completion time of $M_{i}$ is $C_{\text {max }}$. Since $p_{1}<\frac{C_{\max }}{k}$ and $p_{1} \geq p_{2} \geq \cdots \geq p_{n}$, at least $k+1$ jobs are processed on $M_{i}$. Since $J_{l}$ is the last completed job on $M_{i}$, the LPT rule implies that the processing time of $J_{l}$ must be the smallest among all jobs processed on $M_{i}$. Therefore, we have $p_{l} \leq \frac{C_{\max }}{k+1}$.

Using this property of the LPT rule, we can obtain an improved result for $P_{m} \mid$ COVERING $\mid C_{\max }$.

Theorem 4.5. Given any positive integer $k$ in the $L A_{r} R$ algorithm, the $L A_{r} R$ algorithm is $\max \left\{k, \frac{r(k+1) m}{k m+1}\right\}$-approximate for $P_{m} \mid$ COVERING $\mid C_{\text {max }}$.
Proof. Notice that $P_{m} \mid$ Covering $\mid C_{\max }$ is actually a special case of $Q_{m} \mid$ COVERING $\mid C_{\max }$, and then all results for $Q_{m} \mid$ Covering $\mid C_{\max }$ hold when we apply the $L A_{r} R$ algorithm for $P_{m} \mid$ Covering $\mid C_{\max }$.
Case 1: $D \cap S^{*} \neq \emptyset$
In this case, we have concluded that $L A_{r} R$ algorithm is $k \lambda_{m}$-approximate in Theorem 3.3. For our case, the approximation factor is $k$ because of $\lambda_{m}=1$.

Case 2: $D \cap S^{*}=\emptyset$
Let $\left(S_{1}^{\prime}, S_{2}^{\prime}, \ldots, S_{m}^{\prime}\right)$ be the last current schedule with job set $S_{x}$ and makespan $C_{\max }^{\prime}$. Let $J_{s}$ be the job with the largest processing time in $S_{x}$ and $J_{l}$ be the last completed job. The argument in the proof of Theorem 3.3 implies that $p_{s}<\frac{C_{\max }^{\prime}}{k}$ if $D \cap S^{*}=\emptyset$. By lemma 4.4, we have

$$
\begin{equation*}
p_{l} \leq \frac{C_{\max }^{\prime}}{k+1} \tag{4.5}
\end{equation*}
$$

Notice that (3.10) also holds for this case. Substituting $1=\lambda_{1}=\lambda_{2}=\cdots=\lambda_{m}$ into (3.10), we have

$$
\begin{equation*}
\frac{C_{\max }^{\prime}}{C_{\max }^{*}} \leq \frac{r m C_{\max }^{\prime}}{m C_{\max }^{\prime}-(m-1) p_{l}} \tag{4.6}
\end{equation*}
$$

Combining (4.5) and (4.6), we have

$$
\begin{equation*}
\frac{C_{\max }^{\prime}}{C_{\max }^{*}} \leq \frac{r m(k+1)}{m k+1} \tag{4.7}
\end{equation*}
$$

Since $C_{\max } \leq C_{\max }^{\prime}$, we conclude that the $L A_{r} R$ algorithm is $\max \left\{k, \frac{r(k+1) m}{k m+1}\right\}-$ approximate for $P_{m} \mid$ COVERING $\mid C_{\text {max }}$.

Notice that Theorem 4.2 holds for any positive integer $k$, and then we can calculate the best $k$ such that $\max \left\{k, \frac{r(k+1) m}{k m+1}\right\}$ is minimized. It may lead to a better result than $r+1-\frac{1}{m}$ which is obtained directly by setting $1=\lambda_{1}=\lambda_{2}=\cdots=\lambda_{m}$ in Theorem 3.3. In fact, we have the next theorem.

Theorem 4.6. There exists a positive integer $k$ such that $\max \left\{k, \frac{r(k+1) m}{k m+1}\right\} \leq r+1-\frac{1}{m}$.
Proof. Set $k=\left\lfloor r+1-\frac{1}{m}\right\rfloor$ where $\lfloor x\rfloor$ denotes the largest integer not greater than $x$. Since $r$ is the worst case ratio of the $A_{r}$ algorithm for a minimization problem, we know $r \geq 1$ and thus $k \geq 1$. Obviously, we have $k \leq r+1-\frac{1}{m}$. Let $h(x)=\frac{r(x+1) m}{x m+1}$, and it is easy to verify that $h(x)$ is a decreasing function for $x \geq 1$. Notice that $k \geq r-\frac{1}{m}$, and we have

$$
\begin{equation*}
h(k) \leq h\left(r-\frac{1}{m}\right)=\frac{r\left(r-\frac{1}{m}+1\right) m}{m\left(r-\frac{1}{m}\right)+1}=r+1-\frac{1}{m} . \tag{4.8}
\end{equation*}
$$

Therefore, the positive integer $k$ satisfies $\max \left\{k, \frac{r(k+1) m}{k m+1}\right\} \leq r+1-\frac{1}{m}$.
Now we give the exact expression of positive integer $k$ that minimizes max $\left\{k, \frac{r(k+1) m}{k m+1}\right\}$. Let $f(x)=x$, which is a increasing function. Remember that $h(x)$ is a decreasing function for $x \geq 1$. The equation $f(x)=h(x)$ has a unique solution $x^{*}=\frac{r m-1+\sqrt{4 r m^{2}+(r m-1)^{2}}}{2 m}$ for $x \geq 1$. We conclude that if $f\left(\left\lfloor x^{*}\right\rfloor+1\right) \geq h\left(\left\lfloor x^{*}\right\rfloor\right)$, then the optimal $k$ is $\left\lfloor x^{*}\right\rfloor$, and otherwise the optimal $k$ is $\left\lfloor x^{*}\right\rfloor+1$.

## 5 Some Applications of Our Work

In this section, we apply the theoretical results to some specific combination problems. We consider the combinations of identical parallel machine scheduling and three covering problems, namely the shortest path problem, the prize collecting vertex cover problem and the hitting set problem. Denote the three combination problems by $P_{m} \mid$ shortest path $\mid C_{\max }$, $P_{m}|\mathrm{PCVC}| C_{\text {max }}$ and $P_{m} \mid$ hitting set $\mid C_{\text {max }}$ respectively.

## $5.1 P_{m} \mid$ shortest path $\mid C_{\max }$

In a shortest path problem, we are given an undirected graph $G=(V, E)$ and a non-negative weight vector $w$ of edges, and the objective is to find a path between two fixed vertices $s$ and $t$ such that the sum of the weights of its constituent edges is minimized. The shortest path problem is indisputably one of the fundamental problems in computer science. It is well known that Dijkstra algorithm solves the shortest path problem with nonnegative edge weights in polynomial time [7]. The readers are referred to the excellent textbook [1] for more details.

In the $L A_{r} R$ algorithm, let the $A_{r}$ algorithm be Dijkstra algorithm in which $r=1$, and set $k=1$ by Theorem 4.6. Theorem 4.5 implies that the $L A_{r} R$ algorithm is $\frac{2 m}{m+1}$-approximate for $P_{m} \mid$ shortest path $\mid C_{m a x}$. The following instance shows the bound is tight.

Consider an undirected graph $G=(V, E)$ with $2 m+1$ nodes and $2 m+1$ edges such that $V=\left\{s, u_{1}, u_{2}, \ldots, u_{m}, t, v_{1}, v_{2}, \ldots, v_{m-1}\right\}$ and $E=E_{1} \cup E_{2}$ in which $E_{1}=\left\{\left(s, u_{1}\right),\left(u_{1}, u_{2}\right) \ldots,\left(u_{m-1}, u_{m}\right),\left(u_{m}, t\right)\right\}$ and $E_{2}=\left\{\left(s, v_{1}\right),\left(v_{1}, v_{2}\right), \ldots,\left(v_{m-2}, v_{m-1}\right)\right.$, $\left.\left(v_{m-1}, t\right)\right\}$. Each edge $(i, j)$ corresponds to a job $J_{i j}$ whose processing time is $m$ if $(i, j) \in E_{1}$
and is $m+1+\epsilon$ if $(i, j) \in E_{2}$ where $\epsilon>0$ is a constant. The $L A_{r} R$ algorithm first sets the weights of edges equal to the processing times of corresponding jobs, and then finds the $s-t$ shortest path containing all edges of $E_{1}$ by Dijkstra algorithm, and then assigns the corresponding jobs on $m$ machines by the LPT rule to obtain a schedule with $C_{\max }^{\prime}=2 \mathrm{~m}$. Since the largest processing time of these jobs is $m$ and $k=1$, we have $m<\frac{C_{\max }^{\prime}}{k}$, and thus the $L A_{r} R$ algorithm will output the current schedule with $C_{\max }=2 \mathrm{~m}$. Obviously the optimal makespan of this instance is $m+1+\epsilon$. Thus $\frac{C_{\max }}{C_{\max }^{\text {max }}} \rightarrow \frac{2 m}{m+1}$ when $\epsilon \rightarrow 0$ for the instance.

## $5.2 P_{m}|\mathbf{P C V C}| C_{\max }$

The prize collecting vertex cover problem (PCVC for short) is an extension of the classic vertex cover problem (VC for short). In this problem, we are given an undirected graph $G=(V, E)$ just like the classic vertex cover problem, but now, not only each vertex but also each edge has a nonnegative weight, our target is to find a set $U$ consisting of some edges and some vertices in $V \cup E$, such that for each edge in the graph, either the edge is in $U$, or at least one of its two endpoints belong to $U$, and we aim to minimize the total weight of the elements in $U$.

Hochbaum first introduced PCVC, and obtained 2-approximation algorithm [16]. BarYehuda and Rawitz [4] obtained the same approximation factor by the local ratio method, which is remarkably simple and elegant. Since VC is a special case of PCVC, and hence the following inapproximability results for VC also holds for PCVC. Dinur and Safra proved that the vertex cover problem can not be approximated within a factor of 1.36 unless $P=N P$ [8]. Based on the unique games conjecture (UGC), Khot and Vygen showed that VC can not be approximated within any constant factor better than 2 [23].

In the $L A_{r} R$ algorithm, let the $A_{r}$ algorithm be the local ratio method of Bar-Yehuda and Rawitz in which $r=2$, and set $k=2$ by Theorem 4.6. Theorem 4.5 implies that the $L A_{r} R$ algorithm is $\frac{6 m}{2 m+1}$-approximate for $P_{m}|\mathrm{PCVC}| C_{\text {max }}$. Before giving an instance to show the bound is tight, we describe the local ratio method of Bar-Yehuda and Rawitz.

```
Algorithm 6 The local ratio method for prize collecting vertex cover [4]
    while there exists an edge \(e=(u, v)\) such that \(\min \{w(u), w(v), w(e)\}>0\) do
        \(\epsilon=\min \{w(u), w(v), w(e)\}\),
        \(w(u) \leftarrow w(u)-\epsilon, w(v) \leftarrow w(v)-\epsilon, w(e) \leftarrow w(e)-\epsilon\).
    end while
    return \(\{v \mid w(v)=0\} \cup\{e=(u, v) \mid w(u)>0, w(v)>0\}\).
```

Consider a complete undirected graph with $2 m+1$ vertices. Each vertex $i$ corresponds to a job with processing time $2 m$, and each edge $(i, j)$ corresponds to a job with processing time 1. The $L A_{r} R$ algorithm first sets the weights of vertices and edges equal to the processing times of corresponding jobs, and then finds a feasible cover containing all vertices by the local ratio method, and then assigns the corresponding jobs on $m$ machines by the LPT rule to obtain a schedule with $C_{\max }^{\prime}=6 \mathrm{~m}$. Since the largest processing time of these jobs is $2 m$, we have $2 m<\frac{C_{\max }^{\prime}}{2}$, and thus the $L A_{r} R$ algorithm will output the current schedule with $C_{\max }=6 m$. The optimal solution is to select all of the $m(2 m+1)$ edges that cover the graph and then assign the corresponding $2 m+1$ jobs of them on each machine. The optimal makespan is $2 m+1$, and thus $\frac{C_{\text {max }}}{C_{\text {max }}}=\frac{6 m}{2 m+1}$ for the instance.

Notice that VC is a special case of PCVC, and thus we conclude that the $L A_{r} R$ algorithm
is also $\frac{6 m}{2 m+1}$-approximate for $P_{m} \mid$ vertex cover $\mid C_{\text {max }}$. For the same problem, Wang and Cui developed an LLR algorithm which is $\left(3-\frac{2}{m+1}\right)$-approximate [30], and a recent work reduced the approximation factor to $\frac{5}{2}-\frac{1}{2 m}$ for $m=2,3$ and to $3-\frac{3}{m+1}$ for $m \geq 4$ [19]. It is not strange that the result obtained in this paper is not better than that of [30, 19] since our result is obtained under a unified framework, whereas the other approaches are dedicated to a specific problem by investigating the underlying properties of the vertex covering problem, parallel machine scheduling and their combination problem.

## $5.3 P_{m} \mid$ hitting $\operatorname{set} \mid C_{\text {max }}$

The hitting set problem (HS for short) is another extension of VC. In HS, we are given a collection of nonempty sets $\left\{S_{1}, S_{2}, \ldots, S_{l}\right\}$ and a nonnegative weight vector $w$ of the sets' elements $S=\bigcup_{i=1}^{l} S_{i}$. A set $U \subseteq S$ is said to hit a given set $S_{i}$ if $U \cap S_{i} \neq \emptyset$. Our target is to find a minimum-cost subset of $S$ that hits all the sets $S_{i}$, where $i=1,2, \ldots, l$.

Johnson [21] and Lovasz [27] first studied the unweighted case of HS, and presented a greedy algorithm with approximation factor $d_{\max }$, where $d_{\max }$ is the maximum degree of an element. Chvatal [6] proved that this result holds for the general case. Based on linear programming, Hochbaum proposed two $f$-approximation algorithms, where $f=\max _{1 \leq i \leq l}\left|S_{i}\right|$ [15]. Bar-Yehuda and Even developed the following linear time $f$-approximation algorithm by the local ratio method.

```
Algorithm 7 The local ratio method for hitting set [2]
    while there exists a set \(S_{i}\) such that \(\min \left\{w(x) \mid x \in S_{i}\right\}>0\) do
        \(\epsilon=\min \left\{w(x) \mid x \in S_{i}\right\}\),
        for each \(x \in S_{i}, w(x)=w(x)-\epsilon\).
    end while
    return \(\{x \mid w(x)=0\}\).
```

In the $L A_{r} R$ algorithm, let the $A_{r}$ algorithm be the local ratio method of Bar-Yehuda and Even in which $r=f$, and set $k=f$ by Theorem 4.6. Theorem 4.5 implies that the $L A_{r} R$ algorithm is $\frac{f(f+1) m}{f m+1}$-approximate for $P_{m} \mid$ hitting set $\mid C_{m a x}$. Different from the previous two problems, this bound is not tight. In fact, we can reduce the approximation factor to $f+1-\frac{f}{m(f-1)+1}$ by a careful analysis, but we omit its proof since it deviates from our aim of demonstrating the theoretical results obtained in the last section. Based on UGC, Khot and Vygen showed HS can not be approximated with any constant less than $f$ [23], and thus $f$ is also a threshold for $P_{m} \mid$ hitting set $\mid C_{m a x}$. Though the bound $\frac{f(f+1) m}{f m+1}$ is not tight, it is close to the threshold since $f \leq \frac{f(f+1) m}{f m+1}<f+1$.

## 6 Conclusions

In this paper, we have studied the combination of uniformly related parallel machine scheduling and a generalized covering problem under a unified framework. In the combination problem, the covering problem provides the feasibility constraints for the scheduling problem whereas the objective functions of the covering problem are decided by the scheduling problem in our algorithms. We propose an approximation algorithm that incorporates the LPT rule for uniformly related parallel machine scheduling and the approximation algorithm for the covering problem by introducing a weight revision policy that connects the
two problems. We also improve our results for some special cases. We present some specific combination problems of identical parallel machines scheduling and classic combinatorial optimization problems to demonstrate our approach. Many valuable problems remain. For instance, can we obtain improved results for the generalized or specific combination problems? How about the combination problem of the bin packing problem and a covering problem or the combination of other classic combinatorial optimization problems? All these questions deserve further investigation.
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