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was first introduced by Papadimitriou[10] to depict network inefficiency. Roughgarden and
Tardos[13] quantified PoA and Roughgarden[12] showed that PoA is independent of network
topology, and a tight upper bound of PoA can be achieved by single-commodity instances
in simple networks. This bound was later generalized by Correa et al.[1][2] by applying a
geometric technique. A comprehensive survey of PoA can be found in[14].

In reality, however, the assumption that users have perfect information can hardly be
achieved[6][15]. Horowitz[6] investigated the stability of the stochastic equilibrium in a two-
link network and found that even when the equilibrium is unique, traffic flows may oscillate
around the equilibrium perpetually, or converge to values that differ from the equilibrium.
Selten et al.[15] conducted a route-choice experiment with a two-route choice scenario. They
found that network users repeatedly choose between two congested routes, and the flow
pattern fluctuations around UE always persist. Morgan et al.[9] also conducted experiments
showing deviation of real world cases from the theoretical user equilibrium.

When network users have perception errors on their travel times, assuming that their
perceived travel times are flow-dependent random variables, the resultant flow pattern is a
stochastic user equilibrium (SUE) assignment[16]. By introducing the logit choice model[8]
to describe users’ choice behavior, one can get the logit-based SUE, which is generally used
in literature to describe equilibrium flow patterns when network users can not perceive the
accurate travel times.

The inefficiency of logit-based SUE has recently been studied by Guo et al.[5] for the first
time. They derived an upper bound on the ratio of the total travel time of a logit-based SUE
to that of an SO solution, which is formulated by a multiplication of the UE bound given by
Roughgarden and Tardos[13] and a constant strictly larger than 1. An interesting question
remains to be answered is, whether it is possible for an SUE assignment to behave more
efficiently than a UE assignment, such that the network can benefit from users’ inaccurate
perception. Furthermore, if the conditions under which SUE behaves better than UE do
exist, we want to identify these conditions.

This paper contributes to fill the above void. We define the relative performance ratio
of a network as the inefficiency of SUE to that of UE. We find lower and upper bounds for
the relative performance ratio. Then we study a two-link network, which is a generalization
of Pigou’s example[11], and we show that the logit-based SUE does benefit networks when
the total flow amount in the network is in certain range. Regions where the logit-based SUE
leads to SO, while UE cannot, are also found. We also derive the conditions under which
the relative performance ratio reaches its lower bound. Finally we extend our study of the
relative performance ratio to networks with parallel routes and we find that the relative
performance ratio can still reach its lower bound in such networks.

The rest of this paper is organized as follows. Section 2 presents the network structure
we consider and gives definitions of UE and the logit-based SUE. We define the relative
performance ratio and present its bounds in Section 3. In Section 4, we characterize some
properties of the logit-based SUE in the special network, and analyze how the relative
performance ratio varies with network parameters. We extend our study in Section 5 and
some concluding remarks are presented in Section 6.

2 Preliminaries

In this section, we describe the network topology and the fundamental results in the study
of network inefficiency of UE and SUE. The network setting in this paper is the same as
Correa et al.[2] and Guo et al.[5]. It is also similar to that of Roughgarden[12] except
that the assumption of differentiable and standard travel time functions is extended to be



A COMPARISON OF NETWORK INEFFICIENCY BETWEEN SUE AND UE 485

continuous functions. The definitions of UE and SUE and their corresponding PoA are
presented afterwards.

2.1 Network Setting

We consider a network given by a directed graph G = (V, E), with vertex set V, directed
edge set E , and k Origin-Destination (OD) pairs (s1, t1), . . . , (sk, tk). Let Pi ̸= ∅ denote the
set of si − ti paths, and P = ∪iPi. A flow on path P is a function fP : P → R+, where
R+ = {x ∈ R : x ≥ 0}. The network flow f is a vector f = (. . . , fP , . . .), P ∈ P. For a fixed
network flow f we define the flow on edge e ∈ E is fe =

∑
P :e∈P fP . We denote the total flow

amount between an OD pair (si, ti) as Di, and we say a flow f is feasible if
∑

P∈Pi
fP = Di

holds for each OD pair i ∈ {1, . . . , k}. Each edge e ∈ E has a link travel time function
le(fe) : R+ → R+ which is assumed to be nonnegative, nondecreasing and continuous. The
travel time function of a path P with respect to a flow f is denoted by lP (f) =

∑
e∈P le(fe).

Let D = (. . . , Di, . . .), i ∈ {1, . . . , k} and l = (. . . , le, . . .), e ∈ E ,we call a triple (G,D, l) as
an instance.

Let L(f) =
∑

P∈P lP (f)fP denote the total travel time incurred by a given flow f. By
summing over the edges in a path P and reversing the order of summation, we can also
write L(f) =

∑
e∈E le(fe)fe. Given an instance (G,D, l), the system optimum (SO) solution

fSO is calculated from the minimization problem as below:

SOP : min
f

∑
P∈P

lP (f)fP

s.t.
∑
P∈Pi

fP = Di, ∀i ∈ {1, . . . , k},

fP ≥ 0, ∀P ∈ P.

The corresponding system optimal total travel time is L(fSO), which is written as LSO for
short.

2.2 Deterministic user equilibrium

Consider a nonatomic selfish routing game, in which there are infinite users in the network,
each of whom owns a negligible amount of flow. Each user will encounter a travel time
lP (f) if he/she chooses route P . For a network without central authority, each user will
choose routes that minimize his/her own travel time. Thus, a stable condition is reached
only when no user can improve his/her travel time by unilaterally changing routes. This is
the characterization of the deterministic user equilibrium (UE) condition[16]. Roughgarden
and Tardos[13] give a precise definition of UE, which is referred to as equilibrium in their
work.

Definition 2.1 (Roughgarden and Tardos[13]). Let f be a feasible flow for the nonatomic
instance(G,D, l). The flow f is an equilibrium flow if, for every i ∈ {1, . . . , k} and every pair
P, P̃ ∈ Pi with fP > 0, lP (f) ≥ lP̃ (f).

According to Sheffi[16], the UE flow pattern fUE is equivalent to the optimal solution to
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the following minimization problem:

UEP : min
f

∑
e∈E

∫ fe

0

le(ω)dω

s.t.
∑
P∈Pi

fP = Di, ∀i ∈ {1, . . . , k},

fe ≥ 0, ∀e ∈ E ,

where fe =
∑

P :e∈P fP for all e ∈ E .
The existence of a UE flow pattern in an instance (G,D, l) is straight forward, since

the objective function of UEP is continuous and the feasible region of f is compact. It is
worth mentioning that, though it is possible to have more than one UE flow pattern, the
minimization problem UEP has the property that all the UE flows commit the same value of
LUE , which equals to the minimization of UEP. Let LUE = L(fUE) denote the total travel
time corresponding to a UE flow pattern fUE , the definition of price of anarchy (PoA) given
by Koutsoupias and Papadimitriou[7] is reduced to:

Definition 2.2. Given an instance (G,D, l), PoA of UE is the ratio of the total travel time
of UE to that of SO:

ρUE = LUE/LSO. (2.1)

In the end of this subsection we present the tight upper bound of ρUE given by Correa
et al.[1][2].

Theorem 2.3. Let fUE be the UE flow with separable link travel time functions drawn from
a given class L, and fSO be an SO flow, then

ρUE ≤ 1

1− γ(L)
. (2.2)

Here, the parameter γ(L) satisfies

γ(L) = max
le∈L,ze≥0

γe(le, ze), (2.3)

in which

γe(le, ze) = max
fe≥0

(le(ze)− le(fe))fe
le(ze)ze

, e ∈ E . (2.4)

Remark 2.4. As stated by Correa et al. [1], if we add the assumptions that each travel
time function le(x) is differentiable and xle(x) is convex, the network setting becomes the
same as that given in Roughgarden [12]. In such a network setting, 1

1−γ(L) is equal to α(L),
which is the upper bound of ρUE presented in Roughgarden [12].

2.3 Logit-based stochastic user equilibrium

For the sake of capturing behaviors of network users in the real world, we assume that users
are not aware of their accurate travel time due to their perception errors. A logit-based choice
model, which is generally used in literature to capture network users’ behaviors[4][5][16], is
used to characterize users’ choices among different routes.
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In a logit-based choice model, for an OD pair (si, ti), i ∈ {1, . . . , k}, given a user’s actual

travel time lP when he/she chooses route P ∈ Pi, he/she will perceive it as l̂P , which is
formulated as

l̂P = θlP + ϵP , P ∈ Pi. (2.5)

The parameter θ ∈ R+ is a constant that scales the perceived travel time. We assume that
users are homogeneous, which means that they all share the same θ. It can be interpreted as
a representation of all the users’ systematical awareness of their accurate travel time. If θ is
very large, i.e., θ → +∞, the perception error is relatively small and users will tend to choose
the minimum measured travel-time path. On the contrary, a small value of θ indicates a large
perception variance, with travelers using many routes with different measured travel time.
In the limit, when θ = 0, the share of flow on all paths will be equal. The values ϵP , P ∈ Pi,
which characterize the unobservable or immeasurable factors of users’ perceived travel time,
are assumed to be independently and identically distributed Gumbel variates[16].

Let qP denote the probability of users choosing route P for P ∈ Pi. The strategy for
each user choosing his/her route is a mixed strategy:

{(. . . , qP , . . .)|
∑
P∈Pi

qP = 1, qP ≥ 0, P ∈ P}. (2.6)

By minimizing their perceived travel time, users calculate qP as qP = Pr{l̂P ≤ l̂P̃ , ∀P̃ ∈
Pi}. In other words, the probability that a given route is chosen is the probability that its
travel time is perceived to be the lowest of all the alternative routes. qP is further derived
as

qP =
exp(−θlP (f

SUE))∑
P̂∈Pi

exp(−θlP̂ (f
SUE))

, (2.7)

where the path flow assignment is given by fSUE
P = qPDi, P ∈ Pi, i ∈ {1, . . . , k}.

Definition 2.5. If for all OD pairs (si, ti), i ∈ {1, . . . , k}, there exist qP ∈ [0, 1], P ∈ Pi,
i ∈ {1, . . . , k} that satisfy Equation (2.7), then the strategy (. . . , qP , . . .), P ∈ P is a logit-
based SUE, or SUE for short.

Remark 2.6. As stated in Sheffi[16], SUE reduces to UE when θ → +∞.

Remark 2.7. From Fisk[4], there exists a unique logit-based SUE for a congested network
routing game.

Let LSUE = L(fSUE) denote the total travel time corresponding to the SUE flow pattern
fSUE . Similar to the definition of PoA of UE, the inefficiency of SUE defined by Guo et
al.[5] is given as below:

Definition 2.8. (Guo et al.[5])The inefficiency of SUE compared to SO is the ratio of the
total travel time of SUE to that of SO:

ρSUE = LSUE/LSO. (2.8)

In the rest of this paper, we call ρSUE as PoA of SUE in coherence with PoA of UE. The
main result of Guo et al.[5] is an upper bound of ρSUE as the theorem stated below.

Theorem 2.9. Let LSUE be the total system travel time under logit-based stochastic user
equilibrium, and LSO be the minimum total system travel time, then

ρSUE ≤ (
1

1− γ(L)
)(1 +

√
6

π
ᾱς). (2.9)
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Here, γ(L) is the same as in Equation (2.3). The factor ᾱ relates to the traffic demand Di

and the number of feasible paths |Pi| between each OD pair i ∈ {1, . . . , k}. Mathematically,

ᾱ satisfies ᾱ =
∑k

i=1(Di/(
∑k

i=1 Di))αi, where αi solves αie
αi+1 = |Pi| − 1. The factor

ς = π/(
√
6θc̄0) relates to the scaling parameter θ and the average free-flow travel time for

all OD pairs c̄0. Apparently ᾱ and c̄0 are nonnegative, thus ρSUE has a larger upper bound
than ρUE does. Despite that the tightness of PoA of SUE still remains open[5], it is possible
that ρSUE is larger than ρUE .

3 Comparison of the Inefficiency between UE and SUE

By comparing the upper bound of ρUE and ρSUE given in Sections 2.2 and 2.3, it is quite
likely to have the intuition that the network behaves more efficiently in a UE flow assign-
ment than that in an SUE flow assignment, which leads to the conjecture that the network
performs better if users have more accurate information about the network. This attracts us
to compare a network’s PoA of SUE with its PoA of UE to investigate the relations between
these two flow modes.

Given the definitions of PoA of UE and PoA of SUE, we define a network’s relative
performance ratio as the ratio of ρSUE to ρUE :

Definition 3.1. The relative performance ratio of a network is the ratio of PoA of SUE to
PoA of UE:

φ = ρSUE/ρUE . (3.1)

In our network setting, since ρUE is reduced to LUE/LSO, we can further rewrite φ as:

φ = LSUE/LUE . (3.2)

The bounds of the value of φ can be deducted immediately by applying the results in
Theorems 2.3 and 2.9.

Lemma 3.2. Given the link travel time function class L, the relative performance ratio of
a network satisfies:

1− γ(L) ≤ φ ≤
( 1

1− γ(L)

)(
1 +

√
6

π
ᾱς

)
. (3.3)

Proof. By substituting LUE ≥ LSO and LSUE ≥ LSO into Equation (3.2), we have φ ≤
LSUE/LSO = ρSUE and φ ≥ LSO/LUE = 1/ρUE . This completes the proof.

Lemma 3.2 provides both the lower bound and the upper bound of φ. It is not surprising
that φ > 1 because the perceived travel time of a user is the real travel time in the UE
case, which enables users to make their right choice. What interests us is, since the lower
bound 1 − γ(L) < 1, it is possible that φ < 1 holds. If this is true, the network would
perform better given that users acquire less information about the network. In such cases,
information providers such as navigation machines are actually playing a negative role. Such
concern stimulates us to determine how much SUE can be better than UE, and to find the
conditions under which SUE outperforms UE.

4 The Relative Performance Ratio in a Two-Link Network

In this section, we consider a special network topology which contains two parallel links
(routes). We aim to show the tightness of the lower bound of φ, and to find out when SUE
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performs better than UE in such network topology. The reason why we pay attention to
a two-link network is not only because of its simple structure, but also the fact that ρUE

achieves its upper bound in a two-link network[13]. This result promotes us to start from
the basis. Meanwhile, such network topology still reflects the real world. For example, for
commuters who drive between their home and work place, it is very common that they make
a decision on choosing between the highway and the urban road.

The network is designed to have a vertex set V = {s, t} and a directed edge set E =
{ei|i = 1, 2}. Specifically, e1 and e2 are two parallel routes connecting the source vertex s
and the sink vertex t. The network flow is f = (f1, f2), where fi is the amount of flow using
ei for i = 1, 2. The total flow amount is D =

∑
i=1,2 fi. The travel time function on each

edge ei is denoted as li(x). Let l1(x) = c, which is a constant strictly larger than 0. Assume
l2(x) is a nonnegative, strictly increasing, and strictly standard function, whose definition
is given below, and it satisfies that l2(0) < c and l2(x) > c for some x sufficiently large.
We denote the flow amount r satisfying l2(r) = c as the cross point. An instance of such
network is denoted as (Ĝ2, D, l).

Definition 4.1. A travel time function li(x) is strictly standard if it is differentiable and if
the function xli(x) is strictly convex on R+.

Lemma 4.2. Given an instance (Ĝ2, D, l), there exists a unique λ ∈ (0, 1), such that

d

dx
(xl2(x)) |λr= c. (4.1)

Proof. Since l2(x) is differentiable, it is continuous. Thus for any ε > 0, there exists a δ
such that l2(0) < l2(δ) < l2(0) + ε < c. Noticing that l2(x) is strictly increasing, we have
l′2(x) > 0, which leads to d

dx (xl2(x)) |r> c. The existence of λ is immediately given by the

intermediate value theorem. The uniqueness of λ is obtained since d
dx (xl2(x)) is strictly

increasing.

Remark 4.3. Note that the definition of strictly standard is similar to the definition of
standard given by Roughgarden and Tardos[13]. The only difference is that we change the
assumption of xli(x) from convex to strictly convex for simplicity. The strictness ensures
the uniqueness of λ. However, if we remove the strictness and let it be just convex, the point
λ changes to an interval [λ, λ]. In this case, all the analysis in this section won’t change,
and similar results can still be derived. We will leave it to the interested reader.

Comparing the assumptions of travel time function l2(x) here and in Section 2.1, we will
find that the restriction to travel time functions is stronger here. However, according to
Roughgarden[14], a large bunch of travel time functions still satisfy such assumptions. A
description of the above network setting is given in Figure 1. When c = 1, l2(x) = x and
D = 1, the instance becomes the Pigou’s example[11].

s t

1
f

 ! cxl  
1

2
f

1
e

2
e

 !xl
2

Figure 1: Description of two-link network setting.
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For an instance (Ĝ2, D, l), SOP and UEP can be solved directly by using their first order
conditions. Thus we present their solutions below without the proofs.

Lemma 4.4. Given an instance (Ĝ2, D, l), the system optimum fSO and its corresponding
minimum total travel time LSO are

fSO =

{
(0, D), if 0 < D ≤ λr

(D − λr, λr), if D > λr,
and (4.2)

LSO =

{
D · l2(D), if 0 < D ≤ λr

(D − λr)c+ λrl2(λr), if D > λr.
(4.3)

Lemma 4.5. Given an instance (Ĝ2, D, l), the UE flow pattern fUE and its corresponding
total travel time LUE are

fUE =

{
(0, D), if 0 < D ≤ r

(D − r, r), if D > r,
and (4.4)

LUE =

{
D · l2(D), if 0 < D ≤ r

Dc, if D > r.
(4.5)

For an instance (Ĝ2, D, l), SUE is a strategy (q1, q2). For simplicity of exposition, we
replace the strategy with (1− q∗, q∗). Let M = c− l2(q

∗D). By Equation (2.7) we rewrite
q∗ as

q∗ =
1

1 + exp(−θM)
, (4.6)

which leads to

LSUE = (1− q∗)Dc+ q∗D · l2(q∗D). (4.7)

Next we start to verify how the relative performance ratio φ behaves in the network.
Given the network topology, when total flow amount D varies, we aim to find out how φ
changes with θ. Then we focus on the total flow amount region when φ < 1 holds to calculate
the minimum value of φ as well as the conditions under which it reaches its minimum value.
Since a trivial outcome of L(f) = 0 will occur when D = 0, we assume D > 0 throughout
this section.

4.1 Properties of SUE in the two-link network

Now we focus on some structural properties of SUE as building blocks for investigating the
properties of the relative performance ratio φ.

Lemma 4.6. For an instance (Ĝ2, D, l), q∗|θ→+∞ = 1 for all D ∈ (0, r], and q∗|θ→+∞ =
r/D for all D ∈ (r,+∞).

Proof. The value of q∗|θ→+∞ can be deduced from (4.4) since SUE reduces to UE when
θ → +∞[16].

Lemma 4.7. For an instance (Ĝ2, D, l), q∗ = 1/2 if and only if either θ = 0 or D = 2r.
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Proof. Since q∗ is the solution to Equation (4.6), it is obvious that q∗ = 1/2 if and only if
θ · M = 0, which is equivalent to θ = 0, or l2(r) = l2(q

∗D). Next we prove that l2(r) =
l2(q

∗D) is equivalent to D = 2r. If l2(r) = l2(q
∗D) holds, noticing that l2(x) is strictly

increasing, we have D = 2r. On the other hand, when D = 2r, if M > 0, we have q∗ > 1/2
according to Equation (4.6). However, since M = c − l2(q

∗D) > 0 and l2(x) is strictly
increasing, we obtain that q∗ < 1/2, which is equal to M < 0. The contradiction leads to
M = 0 and ends our proof.

Lemma 4.8. For an instance (Ĝ2, D, l), q∗ satisfies the following properties:

(i) for all total flow amount D ∈ (0,+∞), ∂q∗/∂D < 0 holds;

(ii) for all constant travel time c ∈ (0,+∞), ∂q∗/∂c > 0 holds;

(iii) for all scaling parameter θ ∈ (0,+∞), ∂q∗/∂θ


> 0, if D < 2r

= 0, if D = 2r

< 0, if D > 2r

holds; and

(iv) given total flow amount D and travel time c, q∗ is continuous at θ = 0.

Proof. We rewrite Equation (4.6) as

F (q∗, c, θ,D) = q∗ − 1

1 + exp(−θM)
= 0. (4.8)

By using the implicit function theorem, we rewrite ∂q∗/∂D ,∂q∗/∂c and ∂q∗/∂θ as ∂q∗/∂ · =
−(∂F/∂q∗)/(∂F/∂ ·), where ’·’ stands for D, c and θ. Taking partial derivative of F in (4.8)
with respect to q∗, D and c respectively, we obtain that ∂F/∂q∗ > 0, ∂F/∂D > 0 and
∂F/∂c < 0. Thus (i) and (ii) are verified.

When θ ∈ (0,+∞), it follows from Lemma 4.7 and Lemma 4.8(i) immediately that
q∗ > 1/2 ⇔ D < 2r

q∗ = 1/2 ⇔ D = 2r

q∗ < 1/2 ⇔ D > 2r.

(4.9)

Taking Equation (4.6) into consideration, we further obtain that
M > 0 ⇔ D < 2r

M = 0 ⇔ D = 2r

M < 0 ⇔ D > 2r.

(4.10)

Given the partial derivative of F with respect to θ as ∂F/∂θ = −M exp(−θM)
[1+exp(−θM)]2 and ∂F/∂q∗ >

0, (iii) is proved.
Noticing that M is bounded when D and c are fixed, we have limθ→0+ q∗ = q∗|θ=0 = 1/2.

This completes the proof of Lemma 4.8.

Lemmas 4.6 and 4.7 show values of q∗ at the two extremes of the domain of θ, whereas
Lemma 4.8 shows how q∗ varies with respect to θ as well as D and c. Lemma 4.8 also
guarantees the continuity of q∗ with respect to θ, D and c to their respective domains.

For any given network total flow amount D, we investigate the dependence of ρSUE on
the scaling parameter θ.
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Lemma 4.9. Given an instance (Ĝ2, D, l),

(i) when D ∈ (0, λr] ∪ (2r,+∞), for all scaling parameter θ ∈ (0,+∞), ∂ρSUE/∂θ < 0
holds;

(ii) when D ∈ (λr, 2λr], there exists a unique θ̂ = θ̂(D), such that

i) ∂ρSUE/∂θ|θ̂ = 0 holds;

ii) for all θ ∈ (0, θ̂), ∂ρSUE/∂θ < 0 holds; and

iii) for all θ ∈ (θ̂,+∞), ∂ρSUE/∂θ > 0 holds;

(iii) when D ∈ (2λr, 2r), for all θ ∈ (0,+∞), ∂ρSUE/∂θ > 0 holds;

(iv) when D = 2r, for all θ ∈ (0,+∞), ∂ρSUE/∂θ = 0 holds; and

(v) given fixed total flow amount D and travel time c, ρSUE is continuous at θ = 0.

Proof. Noticing that for any given total flow amount D > 0, LSO is a constant, we take the
partial derivative of ρSUE with respect to θ as

∂ρSUE/∂θ = (∂LSUE/∂θ)/LSO

= (D/LSO)(∂q∗/∂θ)A(q∗D), (4.11)

where A(q∗D) = l2(q
∗D) + (q∗D)l′2(q

∗D) − c. Since xl2(x) is strictly convex, the function
l2(x)+xl2(x) is strictly increasing with x. Applying Equation (4.1) and taking the uniqueness
of λ into consideration, we derive that

A(q∗D) > 0 ⇔ q∗D > λr

A(q∗D) = 0 ⇔ q∗D = λr

A(q∗D) < 0 ⇔ q∗D < λr.

(4.12)

When D ∈ (0, λr], it is clear that q∗D < D ≤ λr. By applying (4.12) and Lemma 4.8(iii),
it follows immediately from Equation (4.11) that ∂ρSUE/∂θ < 0 for all θ ∈ (0,+∞). When
D ∈ (2r,+∞), we have M < 0 from (4.10). Thus we have q∗D > r > λr. By following the
same method as for proving the case of D ∈ (0, λr], we obtain that ∂ρSUE/∂θ < 0 holds.

From Lemma 4.6 we obtain that, for any D ∈ (λr,min(r, 2λr)), limθ→+∞ q∗ = 1 > λr/D
holds; and for any D ∈ [min(r, 2λr), 2λr], limθ→+∞ q∗ = r/D > λr/D holds. Together with

Lemma 4.7, we conclude that for any D ∈ (λr, 2λr], there exists a unique θ̂ = θ̂(D), such
that q∗|θ̂ = λr/D satisfying A(q∗D) = 0. Thus we have (∂ρSUE/∂θ)|θ̂ = 0. Furthermore,

the inequations ∂ρSUE/∂θ > 0 for θ > θ̂ and ∂ρSUE/∂θ < 0 for θ < θ̂ holds.
When D ∈ (2λr, 2r), it follows from (4.9) that q∗ > 1/2. Thus we have q∗D > λr. By

using the same method as for proving the case of D ∈ (0, λr], we find ∂ρSUE/∂θ > 0 holds
for all θ ∈ (0,+∞).

The proofs of (iv) and (v) follow directly from Lemma 4.8(iii) and (iv). This completes
our proof.

In the rest of this paper, we denote θ̂(D) as the best response scaling parameter. It is
indeed a response function of total flow amount D.

The next theorem identifies the situations where the PoA of SUE is 1, which is its best
possible value.
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Theorem 4.10. Given an instance (Ĝ2, D, l), ρSUE is strictly larger than 1 except that

(i) when D ∈ (0, λr], we have limθ→+∞ ρSUE = 1 holds; and

(ii) when D ∈ (λr, 2λr], we have ρSUE |θ̂ = 1 holds.

Proof. According to Lemma 4.9, it suffices to check the minimum value of ρSUE when D
belongs to different regions. When D ∈ (0, λr]∪ (2r,+∞), ρSUE reaches its minimum value
when θ → +∞. By following Lemma 4.6, we obtain that limθ→+∞ ρSUE = 1 for any
D ∈ (0, λr] and limθ→+∞ ρSUE = (cD)/(c(D − λr) + λrl2(λr)) > 1 for any D ∈ (2r,+∞).
Similarly, we can derive that when D ∈ (2λr, 2r], ρSUE reaches to its minimum value when
θ = 0, and ρSUE |θ=0 > 1. Finally, when D ∈ (λr, 2λr], it follows directly from the proof

of Lemma 4.9 that ρSUE reaches its minimum value when θ = θ̂ with q∗|θ̂ = λr/D. Thus
ρSUE |θ̂ = 1.

Theorem 4.10 reveals that, despite the trivial case that ρSUE = 1 when SUE goes to UE,
SUE is possible to reach SO when UE fails. Especially, such cases happen when total flow
amount D is near the cross point r.

4.2 The relative performance ratio in a two-link network

In this section we aim at identifying when and by how much the SUE assignment can
outperform that of UE. Following from the definition of φ, we know that the smaller the
minimum of φ is, the better SUE behaves.

Theorem 4.11. Given an instance (Ĝ2, D, l), the relative performance ratio φ satisfies

(i) φ > 1 holds for all scaling parameter θ ∈ R+, when D ∈ (0, λr] ∪ (2r,+∞);

(ii) φ = 1 holds for all θ ∈ R+, when D = 2r;

(iii) φ < 1 holds for all θ ∈ R+, when D ∈ (min(r, 2λr), 2r); and

(iv) when D ∈ (λr,min(r, 2λr)], there exist a θ̄ = θ̄(D) ∈ [0, θ̂), such that φ < 1 for all
θ ∈ (θ̄,+∞), and φ ≥ 1 for all θ ∈ [0, θ̄].

Proof. Because SUE reduces to UE when θ → +∞[16], the first two items can be deduced
directly from items (i), (iv), and (v) in Lemma 4.9. Similarly, we acquire that when D ∈
(2λr, 2r), φ < 1 holds for any θ ∈ R+. Consider the case where D ∈ (min(r, 2λr), 2λr]. The
interval is nonempty only when r < 2λr. Thus by applying Equation (4.10), we have M > 0.
By comparing LUE with LSUE in Equations (4.5) and (4.7), we have φ < 1. To prove the
last case, since min(r, 2λr) ≤ 2λr, by Theorem 4.10 and Lemma 4.9 (ii), accompanying with

that SUE reduces to UE when θ → +∞, we obtain that φ < 1 when θ ≥ θ̂. On the other
hand, when 0 ≤ θ < θ̂, because ρUE > 1, ρSUE |θ̂ = 1, and ∂ρSUE/∂θ < 0 for θ < θ̂, we

conclude that there exists θ̄ ∈ [0, θ̂), such that for any θ > θ̄, φ < 1 holds; and for any θ ≤ θ̄,
φ ≥ 1 holds. This completes the proof.

Considering the proof in Theorem 4.11, if ρSUE |θ=0 ≥ ρUE , we can further obtain that
θ̄ > 0. Otherwise θ̄ = 0.

Theorem 4.11 classifies the domain of total flow amount into several subsets based on
the relation of φ and 1. When φ > 1, UE achieves a better outcome of total travel time
and vise versa. Next we only consider the case φ < 1 to study when and by how much SUE
outperforms UE, which reduces the domain of D to (λr, 2r). It is worth mentioning that, the
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domain of D satisfying φ < 1 is the one that covers the cross point r. When the total flow
amount is in the proximity of the cross point, the difference of travel time between e1 and
e2 is small. In this circumstance, the network benefits from the split of all users choosing e1
and e2 other than all the users taking the same route.

Theorem 4.12. Given an instance (Ĝ2, D, l) with λ ∈ (0, 0.5).

(i) If l′2(D/2) ≤ 2l′2(D) holds for all D ∈ [2λr, r], then φ ≥ 1/2 + l2(r/2)/(2c), and ”=”
is achieved when D = r at θ = 0.

(ii) If l′2(D/2) ≥ 4l′2(D) holds for all D ∈ [2λr, r], then φ ≥ (c + l2(λr))/(2l2(2λr)), and
”=” is achieved when D = 2λr at θ = 0.

(iii) Otherwise there exist an D0 ∈ [2λr, r], such that φ achieves its minimum when D = D0

at θ = 0.

Proof. We divide the region (λr, 2r) into three intervals with overlapping boundaries: (λr, 2λr],
[2λr, r] and [r, 2r).

When D ∈ (λr, 2λr], it follows from Theorem 4.10 that minθ ρ
SUE = 1. Thus φ ≥

1/ρUE = LSO/LUE . Since LSO/LUE is decreasing in D when D > λr holds, we obtain
that LSO/LUE reaches its minimum when D = 2λr. Taking ρSUE |θ=0,D=2λr = 1 into
consideration, we obtain that φ achieves its minimum when D = 2λr at θ = 0.

When D ∈ [2λr, r], by Lemma 4.9 (iii), the minimum of φ must be achieved on the
boundary of θ = 0. Thus we consider φ|θ=0 = LSUE

θ=0 /LUE . If l′2(D/2) ≤ 2l′2(D) holds for
all D ∈ [2λr, r], we have that LSUE

θ=0 /LUE is decreasing in D and reaches its minimum when
D = r. Thus φ reaches its minimum when D = r at θ = 0. If l′2(D/2) ≥ 4l′2(D) holds for all
D ∈ [2λr, r], then LSUE

θ=0 /LUE is increasing in D and reaches its minimum when D = 2λr,
and φ reaches its minimum when D = 2λr at θ = 0. Otherwise, since [2λr, r] is a compact
set, there exists an D0 ∈ [2λr, r] such that LSUE

θ=0 /LUE reaches its minimum when D = D0,
and φ reaches its minimum when D = D0 at θ = 0.

When D ∈ [r, 2r), we obtain that φ reaches its minimum when D = r at θ = 0 similarly
with that in the case D ∈ [2λr, r].

By comparing the three minimum values in their corresponding intervals, we find the
minimum value of φ for D ∈ (λr, 2r) and complete the proof of Theorem 4.12.

Theorem 4.13. Given an instance (Ĝ2, D, l) with λ ∈ [0.5, 1), the relative performance ratio

φ ≥ 1− λ(1− l2(λr)/c), and ”=” is achieved when D = r at θ = θ̂.

Proof. When λ ∈ [0.5, 1), we divide (λr, 2r) into two intervals (λr, r] and [r, 2r). Theorem
4.13 can be proved by using similar approach as in the proof of Theorem 4.12.

Theorems 4.12 and 4.13 point out the minimum value of φ in the two-link network as
well as the conditions for φ to reach its lower bound. In Theorem 4.12, it is interesting to
find that φ reaches its minimum when θ = 0, which means that the network performs best
even when all the users randomly choose any of their routes with probability 0.5.

When the travel time function l2(x) is assumed to be a convex function, we can further
get the corollary as below.

Corollary 4.14. Given an instance (Ĝ2, D, l) with l2(x) being a convex function, the relative
performance ratio φ ≥ 1/2 + l2(r/2)/(2c) if λ ∈ (0, 0.5) and φ ≥ 1 − λ(1 − l2(λr)/c) if
λ ∈ [0.5, 1), and ”=” is achieved when D = r.
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Proof. When l2(x) is a convex function, the assumption of Theorem 4.12 (i) is satisfied.
Thus Corollary 4.14 is achieved by combining Theorems 4.12 and 4.13.

Furthermore, if we compare the upper bound of UE given by Roughgarden[12] with the
minimum value of φ in Corollary4.14, we find that they are exactly the same. That is to
say, the lower bound of φ as in Lemma 3.2 is tight. Thus we have Corollary 4.15.

Corollary 4.15. Let L be a strictly standard class of travel time functions containing the
constant functions. If J2 denotes the set of all single-commodity instances with underlying
network Ĝ2 and travel time functions in L, then

inf
(Ĝ2,D,l)∈J2

φ = 1− γ(L). (4.13)

At the end of this section, we restrict l2(x) to some widely used travel time functions
and calculate their corresponding minimum relative performance ratio φ, denoted as φ0.
Suppose l2(x) is a polynomial function. Let l2(x) = axm + b, with m ∈ R+, a > 0 and
c > b ≥ 0, where c is the travel time function of link e1. We find that λ = (1 + m)−1/m.
Thus λ ∈ [0.5, 1). According to Theorem 4.13, we have φ0 = 1−m(1+m)−(1+1/m)(1− b/c).
When b = 0, φ0 is deduced to 1 − m(1 + m)−(1+1/m). Furthermore, we obtain that φ0

decreases when m increases, and limm→+∞ φ0 = 0. In particular, when m = 1, l2(x) is
a linear function. We have φ0 = 0.75 + 0.25b/c. When m = 4, l2(x) is a BPR (Bureau
of Public Roads) type function, where b is the free flow travel time on link e2. We have
φ0 = 0.465 + 0.535b/c.

5 Extension

In this section, we generalize the special two-link network analysed in Section 4 to networks
that consist of m + n parallel links. The network contains a vertex set V = {s, t} and
a directed edge set E = {ei|i = 1, . . . m + n}, in which all the edges are parallel routes
connecting s and t. The network flow is f = (. . . , fi, . . .), and the total flow amount is
D =

∑m+n
i=1 fi. Each travel time function li(x) associated with edge ei is still assumed to be

nonnegative, strictly increasing and strictly standard as we did in Section 4. Furthermore,
we assume that there are only two different travel time functions l1(x) and l2(x) in the
network. Without loss of generality, we denote the travel time functions on edges e1 to em
as li1(x), i ∈ {1, . . . ,m} with li1(x) = l1(x), and the travel time functions on edges em+1 to
em+n as lj2(x), j ∈ {m + 1, . . . ,m + n} with lj2(x) = l2(x). A cross point of li1(x) and lj2(x)
is redefined as:

Definition 5.1. For any c ∈ R+, if there exists r ∈ (0,+∞) such that li1(r) = lj2(r) = c,

then r is a cross point of li1(x) and lj2(x).

Note that li1(x) and lj2(x) may have more than one cross point. We further denote the

set of all cross points of li1(x) and lj2(x) as R. Clearly R is a closed set. It may contain

+∞, or consist of several subsets. When there is no cross point for li1(x) and lj2(x), R is an
empty set. For convenience, the origin 0 is denoted as r0. Finally we denote an instance of
the above network as (Ĝm+n, D, l). A description of such networks is given in Figure 2.
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Figure 2: Description of networks with parallel links.

For an instance (Ĝm+n, D, l), according to Definition 2.1, the UE flow pattern fUE has
the form

fUE = (fUE
1 , . . . , fUE

1︸ ︷︷ ︸
m

, fUE
2 , . . . , fUE

2︸ ︷︷ ︸
n

), (5.1)

with D = mfUE
1 + nfUE

2 and li1(f
UE
1 ) = lj2(f

UE
2 ). Next we claim that the SUE of the

instance (Ĝm+n, D, l) satisfies the following lemma.

Lemma 5.2. For an instance (Ĝm+n, D, l), its SUE has the following form:

q1, . . . , qm =
1

m+ n exp(θM)
, and

qm+1, . . . , qm+n =
1

n+m exp(−θM)
,

(5.2)

where M = l1(q1D)− l2(qm+1D).

Proof. Since a flow pattern f = (q1D, . . . , qmD, qm+1D, . . . , qm+nD) satisfies Equation (2.7)
in Definition 2.5, it is an SUE. On the other hand, by Fisk [4], we know the SUE for a
congested network routing game is unique. This ends our proof.

In the rest of this section, let fUE
1 , fUE

m+1, f
SUE
1 and fSUE

m+1 represent the UE flows and
SUE flows on edges e1 to em and em+1 to em+n respectively. And we use l1(x) and l2(x) to
denote li1(x) and lj2(x) for simplicity. Now we present some properties of SUE and analyse
the relative performance ratio φ in such networks.

Lemma 5.3. For an instance (Ĝm+n, D, l), qm+1 = 1/(m + n) if and only if either θ = 0
or D = (m+ n)r for some r ∈ R.

Proof. Since qm+1 is the solution to Equation (5.2), it is obvious that qm+1 = 1/(m + n)
if and only if θ ·M = 0, which is equivalent to θ = 0, or M = 0. Note that if R is empty,
M = 0 has no solution. Thus we focus on the cases where R is not empty.

We show the equivalence of M = 0 and D = (m+ n)r for some r ∈ R. If M = 0 holds,
following by qm+1 = 1/(m+n), we obtain that there exist an r ∈ R, such that D = (m+n)r
holds. In the contrary, for a given r, ifD = (m+n)r holds, we show thatM ̸= 0 is impossible.
Suppose M > 0, From Equation (5.2), we have q1 < 1/(m+n) and qm+1 > 1/(m+n). Given
that l1(x) and l2(x) are strictly increasing, we have l1(q1D) < l1(r) = l2(r) < l2(qm+1D).
This is a contrary. The proof of the case M < 0 is exactly the same. This completes our
proof.
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Lemma 5.4. For an instance (Ĝm+n, D, l) where D/(m+n) /∈ R, we can find two adjacent
cross points rk < rk+1,rk, rk+1 ∈ R, such that for all D ∈ ((m+ n)rk, (m+ n)rk+1),

(i) if fUE
1 < fUE

m+1, then for all θ > 0, we have l1(f
SUE
1 ) > l2(f

SUE
m+1 ); and

(ii) if fUE
1 > fUE

m+1, then for all θ > 0, we have l1(f
SUE
1 ) < l2(f

SUE
m+1 ).

Proof. Assume that l1(0) ≥ l2(0). We only prove the first item. The idea for proving the
second item is the same, so we omit it here. When fUE

1 = 0 and fUE
m+1 > 0, since fSUE

1 > 0,
we obtain that l1(f

SUE
1 ) > l1(0) ≥ l2(f

UE
m+1) > l2(f

SUE
m+1 ) immediately. Otherwise, we have

fUE
1 > 0 and fUE

m+1 > 0. Let c = l1(f
UE
1 ) = l2(f

UE
m+1). Since l1(D/(m+n)) ̸= l2(D/(m+n)),

obviously l1(f
SUE
1 ) = l2(f

SUE
m+1 ) happens only if θ = 0. Suppose l1(f

SUE
1 ) < l2(f

SUE
m+1 ),

from Equation (5.2) we have q1 > 1/(m + n), thus l1(f
SUE
1 ) ≥ l1(D/(m + n)) > c >

l2(D/(m+ n)) ≥ l2(f
SUE
m+1 ). This is a contradiction, which completes our proof.

Lemma 5.5. For an instance (Ĝm+n, D, l) where D/(m+n) /∈ R, we can find two adjacent
cross points rk < rk+1,rk, rk+1 ∈ R, such that for all D ∈ ((m + n)rk, (m + n)rk+1), SUE
satisfies the following properties:

(i) if fUE
1 < fUE

m+1, then for all θ > 0, we have ∂q1/∂θ < 0 with fUE
1 < fSUE

1 ≤ D/(m+n),
and ∂qm+1/∂θ > 0 with fUE

m+1 > fSUE
m+1 ≥ D/(m+ n);

(ii) if fUE
1 > fUE

m+1, then for all θ > 0, we have ∂q1/∂θ > 0 with fUE
1 > fSUE

1 ≥ D/(m+n),
and ∂qm+1/∂θ < 0 with fUE

m+1 < fSUE
m+1 ≥ D/(m+ n); and

(iii) qi, i ∈ {1, . . . ,m+ n} is continuous at θ = 0.

Proof. We rewrite the first equation of Equation (5.2) as

F (q1, θ,D) = q1 −
1

m+ n exp(θM)
= 0. (5.3)

When θ ∈ (0,+∞), by using the implicit function theorem, we rewrite ∂q1/∂θ as ∂q1 =
−(∂F/∂q1)/(∂F/∂θ). Taking partial derivative of F in (5.3) with respect to q1, we obtain
that ∂F/∂q1 > 0. From Lemma 5.4, we obtain that, when fUE

1 < fUE
m+1, we have M > 0

holds. Given the partial derivative of F with respect to θ as ∂F/∂θ = nM exp(θM)
[m+n exp(θM)]2 , we have

∂F/∂θ > 0. This leads to ∂q1/∂θ < 0. Since fSUE
1 |θ=0 = D/(m + n) and fSUE

1 |θ→+∞ →
fUE
1 , the front half part of the first item is proved. By using the same technique, we can
prove the second half part of the first item as well as the second item.

Noticing that M is bounded when D is fixed, we have limθ→0+ qi = qi|θ=0 = 1/(m+ n).
This completes the proof of Lemma 5.5.

Note that the value rk+1 may not exist, i.e., rk+1 = +∞. however, it does not change
the conclusion in Lemmas 5.4 and 5.5. We illustrate the ideas of Lemmas 5.4 and 5.5 by
Figure 3. Given a fixed demand D, the corresponding UE flow pattern can be calculated
by UEP, and each route encounters a travel time c. Lemma 5.4 reveals that, The SUE flow
pattern has an effect that it pulls all the UE flows toward their middle point (the average
flow amount D/(m + n)). Lemma 5.5 further reveals that the larger the users’ perception
error is, the closer the SUE flows on different routes are. However, the SUE flow on a
route corresponding to a small UE flow is always no more than the average, while those
corresponding to large UE flows are always no less than the average.



498 J. JIAO AND J. XIE

z

Figure 3: Description of Lemmas 5.4 and 5.5.

Suppose the UE travel time cost of a network (Ĝm+n, D, l) is c, to study the properties
of φ in this network, we modify the presentation of φ to:

φ = LSUE/LUE = 1 + (LSUE − LUE)/LUE . (5.4)

In this case, the conditions for φ < 1 is equivalent to that for LSUE −LUE < 0. We further
derive LSUE − LUE as

LSUE − LUE = mfSUE
1 l1(f

SUE
1 ) + nfSUE

m+1 l2(f
SUE
m+1 )− c(

m+n∑
i=1

fUE
i )

= mfSUE
1 l1(f

SUE
1 ) + nfSUE

m+1 l2(f
SUE
m+1 )− c(

m+n∑
i=1

fSUE
i )

= mfSUE
1 (l1(f

SUE
1 )− c) + nfSUE

m+1 (l2(f
SUE
m+1 )− c).

(5.5)

According to Lemma 5.5, it is clear that (l1(f
SUE
1 )− c) · (l2(fSUE

m+1 )− c) ≤ 0, and ” = ” is
achieved only when θ → +∞. Thus the relationship of φ and 1 is decided by the trade off of
the two groups of area. Those above the c line have a positive effect, as well as those under
the c line have a negative effect. φ < 1 holds only when the summation of the negative area
is larger. From Lemma 5.3 we immediately obtain a sufficient condition under which φ = 1.

Lemma 5.6. For an instance (Ĝm+n, D, l), if there exist an r ∈ R, such that the total flow
amount D = (m+ n)r holds, then we have φ = 1.

Proof. The lemma holds since all the link flows of UE and SUE are equal to D/(m+ n) in
such circumstances.

In most of the cases, it is difficult to find the conditions under which φ is less than 1. In
the following lemma along with its corollary, we present two sufficient conditions with more
specific assumptions on the network structure and the travel time functions.

Lemma 5.7. For an instance (Ĝm+n, D, l) with concave travel time functions, when m ≤ n,
0 < fUE

1 < fUE
m+1 and l

′

1(f
UE
1 ) ≤ l

′

2(f
UE
m+1) holds, then for all θ, the relative performance

ratio φ is less than 1.

Proof. Since the travel time functions are concave, we have l1(f
SUE
1 ) ≤ l1(f

UE
1 )+

l
′

1(f
UE
1 )(fSUE

1 − fUE
1 ) and l2(f

SUE
m+1 ) ≤ l2(f

UE
m+1) + l

′

2(f
UE
m+1)(f

SUE
m+1 − fUE

m+1). By applying
them to Equation (5.5), we obtain that LSUE − LUE < 0. The assumptions m ≤ n and
0 < fUE

1 < fUE
m+1 completes our proof of the lemma.
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Corollary 5.8. For an instance (Ĝm+n, D, l) with linear travel time functions, when m ≤ n,
0 < fUE

1 < fUE
m+1 and l

′

1(f
UE
1 ) ≤ l

′

2(f
UE
m+1) holds, then for all θ, the relative performance

ratio φ is less than 1.

Remark 5.9. Note that in both Lemma 5.7 and Corollary 5.8 we assume fUE
1 > 0. This

assumption is very critical and can not be removed. If fUE
1 = 0, c is possible to be less than

l1(0). In this case, l1(f
SUE
1 ) − c could be larger than l2(f

SUE
m+1 ) − c. Even if m ≤ n holds,

we can not guaranty that LSUE − LUE < 0 holds.

At the end of this section, we use the same method as in Roughgarden [12], and verify
the tightness of the lower bound of φ in networks with parallel routes. First we consider
networks with single OD pair and parallel links. Set n = 1, we build an instance (Ĝm+1, D, l)
and claim that the lower bound of φ is achieved in such networks. Then we generalize the
case to allow the networks contain disjoint paths. Our results indicates that, for those
network topologies which admit the worst case of ρUE in Roughgarden [12], they also admit
the lower bound of φ.

Definition 5.10. (Roughgarden [12]) A class L of travel time functions is diverse if for each
c > 0, there is a travel time function l ∈ L satisfying l(0) = c.

Theorem 5.11. Let L be a strictly standard and diverse class of travel time functions. If
Jm+1 denotes the set of all single-commodity instances with underlying network Ĝm+1 and
travel time functions in L, then

inf
(Ĝm+1,D,l)∈∪mJm+1

φ = 1− γ(L). (5.6)

Proof. For any ε > 0, choose a nonzero travel time function l2(x) ∈ L, a positive number
r > 0 with l2(r) > 0 and its associated λ ∈ [0, 1] satisfying Equation (4.1) such that

λ l2(λr)
l2(r)

+ (1− λ) ≤ 1− γ(L) + ε/2 . It follows from Lemma 4.2 that given l2(x) and r there

always exists a unique λ.
From Section 4 we know that these parameter choices correspond to an instance (Ĝ2, D, l)

with D = r, l1(x) = c and l2(x), and φ is at most 1 − γ(L) + ε/2. Since an instance
(Ĝm+1, D, l) does not contain constant latency functions, we will transform this instance
into (Ĝm+1, D, l) by simulating l1(x) = c with parallel links.

Given L is diverse, there exists a function l(x) ∈ L such that l(0) = l2(r). We set the
first m links with travel time function l(x), and the last link as l2(x). Let m be sufficiently
large such that 1/(m+ 1) < λ and l((1− λ)r/m) ≤ l2(r) + δ holds, where δ is a sufficiently
small positive number (depending on ε) to be chosen later. Clearly, the total travel time
incurred by the UE flow is rl2(r) with all flow using l2(x). Thus we also have fUE

1 <
fUE
m+1. By applying Lemmas 5.4 and 5.5, there exist a θ < +∞ (depending on m) such
that fSUE

1 = (1 − λ)r/m and fSUE
m+1 = λr. The corresponding total travel time LSUE ≤

mfSUE
1 (l2(r)+δ)+λrl2(λr) = rl2(r)[λ

l2(λr)
l2(r)

+(1−λ)+(1−λ)δ/l2(r)]. Choosing δ sufficiently

small, we obtain an instance with φ at most 1− γ(L) + ε. Since ε > 0 is arbitrary, we have
inf(Ĝm+1,D,l)∈∪mJm+1

φ ≤ 1− γ(L). Together with Lemma 3.2, our proof completes.

Next we prove that in a network with parallel routes, the lower bound of φ can also be
achieved. A description of the network is given in Figure 4. The same as in Roughgarden
[12], we replace the assumption of diversity with weaker condition that some available latency
function is positive when its flow amount is 0. From the definition given below, it is clear
that a diverse class of travel time functions is inhomogeneous. Thus the assumption is a
relaxation.
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Figure 4: Description of networks with parallel routes.

Definition 5.12. (Roughgarden [12]) A class L of travel time functions is homogeneous if
l(0) = 0 for all l(x) ∈ L and inhomogeneous otherwise.

Theorem 5.13. Let L be a strictly standard and inhomogeneous class of travel time func-
tions. If Ju denotes the set of all single-commodity instances with underlying network a
union of paths and travel time functions in L, then

inf
(G,D,l)∈Ju

φ = 1− γ(L). (5.7)

Proof. The idea is to work with a larger class of travel time functions and then argue that
any travel time function in the class can be simulated with a collection of edges all possessing
travel time functions in L.

Let L̄ = {βl(x) : l(x) ∈ L, β > 0} denote the closure of L under multiplication by
positive scalars. Clearly L̄ is strictly standard and diverse. Since for each l(x) ∈ L and
β > 0, γ(l) = γ(βl), thus we have γ(L̄) = γ(L). For any ε > 0, from Theorem 5.11 we
acquire an instance (Ḡm+1, D̄, l̄) on a network Ḡm+1 of parallel link functions in L̄ and φ
value at most γ(L) + ε/2. For each link e of Ḡm+1, the ratio φ is continuous in βe. So
we may replace each βe by a sufficiently close positive rational number β′

e to obtain a new
instance with φ value at most γ(L) + ε. For convenience, we assume that β′

e are integers.
Define G by replacing each link e of Ḡm+1 by a directed path of β′

e new edges, each
endowed with travel time function le(x). Clearly, the SUE flow pattern and UE flow pattern
as well as the travel time on each route remains the same. In this way, we construct a
new instance in (G, D, l) with φ value at most γ(L) + ε. Since ε > 0 is arbitrary, we have

inf
(G,D,l)∈Ju

φ ≤ 1− γ(L). Together with Lemma 3.2, our proof completes.

6 Conclusions

This paper defines the relative performance ratio of a network as the ratio of PoA of SUE
to PoA of UE. We identify that the relative performance ratio has an upper bound which
equals to PoA of SUE and a lower bound which equals to the inverse of PoA of UE. The
lower bound is further proved to be tight in some special networks. In a two-link network
which is a generalization of Pigou’s example, we study the properties of SUE and point out
circumstances where the outcome of SUE equals to that of SO. Based on these properties,
we further find the total flow regions in which SUE performs better than UE. We also point
out conditions under which the relative performance ratio reaches its lower bound. It is
interesting to discover that, the relative performance ratio is less than 1 when the total flow
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amount is near the cross point r. Under such circumstances, the network can be better off
even if users choose their routes with equal probability. We further extend our study on
relative performance ratio to networks with parallel routes, and we discover that the lower
bound of relative performance ratio is still tight in these cases.

These exciting results motivate us to investigate the relative performance ratio in more
complicated networks. It would be interesting to check if SUE can still outperform UE.
Under such circumstances, we have concern that if they are still near some cross points. It
is also attractive to study the upper bound of the relative performance ratio and pay more
attention to the circumstances where UE outperforms SUE. Other behaviors of network
users are also worth adding to the network analysis to depict the real world situations.
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