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Abstract: This paper presents an algorithm for flow management in the context of steelmaking continuous
casting. The system under study is based on a real world industrial application and covers the elaboration of
crude steel from the oxygen converters to the refining and adding of chemicals in refining stands, to moulding
and solidification in continuous casting. The scheduling is characterized by several constraints: job grouping,
technological interdependence, no dead time inside the same job group and dynamic job processing time.
The aim is to maximize productivity and to reduce the sojourn time of the product in the system. With
this aim in view, we propose a heuristic based on the elimination of machines conflicts. The algorithm has
been developed with the Matlab software. Some numerical results are presented and discussed.
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Introduction

A central problem in industry is to implement efficient algorithms to improve production
planning and scheduling for given resources over a short-term or long-term horizon. The
scheduling aspect has attracted the Operations Research community’s interest [1]. Particular
attention has been paid to steel plants, recognized as one of the most difficult industrial
scheduling problems because of their complicated manufacturing environment with various
batches and continuous modes ([5], [6]).

A specific type of steel plants, namely the steelmaking continuous casting (SCC), is of
prime interest. The literature contains various production planning and scheduling tech-
niques developed for SCC. For example, Nuamo et al. [7] treat the problem on three levels:
(1) sub-scheduling, which fulfils the scheduling of individual charge sets, (2) rough schedul-
ing, which merges sub-schedules, and (3) optimal scheduling based on an inference engine,
which eliminates machine conflicts. Chokshi et al. [3] demonstrate that the problem of
achieving minimal stoppages at the caster in steelmaking can be viewed as a distributed, co-
ordinated scheduling problem. De Schutter [4] develops hybrid techniques to design (sub-)
optimal timing and sequencing schemes for a continuous steel foundry. His method makes
use of linear programming, genetic algorithms, tabu search and heuristics. Tang et al. [§]
formulate the SCC problem using a nonlinear programming model to fix machine conflicts.
This model exploits the just-in-time (JIT) idea and introduces it into a linear programming
model. Two major limitations of the study [8] are:
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e The assignment of the charges to the converters is supposed to be known. An a priori
“rough scheduling” has been done giving this assignment, which is thus data in the
model [8]. The main extension in our model consists in integrating this assignment
into the model.

e Moreover [8] does not take into account the possibility to slow down the charges of a
sequence.

In [2], we present a generalization of this mathematical programming model [8], taking these
two aspects into account.

In this paper, we suggest a heuristic algorithm which is able to solve this complex schedul-
ing problem in steelmaking continuous casting production. The plan considered is based on
the Belgian Arcelor Group SCC production system. The problem under study is described
in the next section. In Section 3, the heuristic algorithm is presented in three phases. Fi-
nally, in Section 4 the method is analyzed with the Matlab software and some numerical
results are discussed. Conclusions are drawn and future work is suggested in Section 5.

Description of the Problem

The layout of the SCC (steelmaking continuous casting) plant considered in this study is
shown in Figure 1. The considered steelmaking process occurs in two oxygen converters
(CV), two refining stands (RS) and two continuous casting units (CC). The steelmaking
operation starts with a CV in which the crude steel is obtained after burning the unwanted
elements (carbon and residues). The steel is then poured into a ladle (charge) of approxi-
mately 210 tons. The next stage consists in refining and adjusting the chemical composition
of the steel with possible corrections of temperature in the RS. Finally, the liquid steel is
poured continuously into a bottomless mould (CC). The moulded metal descends, guided
by a set of rollers and continues to cool. For a more detailed description of the process, see
http://www.arcelor.com/.

Stage 1 Stage 2 Stage 3

Cvl

A 4

RSI || cci

Ccv2 RS2 CcC2

A 4

A 4

Figure 1: A schematic representation of the layout

The order book consists of two ordered sequences of steel containers (charges), each
sequence being dedicated to a particular (RS, CC) pair. These ordered sequences are defined
by the logistic department. Let n; and ns denote the number of charges in the sequence
devoted to CC1 and CC2 respectively. The processing time in the CV is the same for each
charge and each CV. The processing time in the RS is the same for each charge but depends
on the RS. Each charge has a different processing time in the CC. Moreover, this variable
processing time has a lower bound. We will use the following notations:
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e p) the processing time of each charge in the CV,

e p(®) the processing time of each charge in the RS (with different values for RS1 and
RS2),
(3)

i

) pg3) the variable processing time of charge i in the CC. The minimal value of p
is denoted as p§3); this value is a known function of the weight, the width and the

maximal speed of the flow of charge i into the CC.
The other data describing the problem are:
o the first date r; (resp. 73) on which the CV1 (resp. CV2) is available,
o the first date t; (resp. t2) on which the CC1 (resp. CC2) is available,

e the transfer times of a charge from stage 1 (CV) to stage 2 (RS) and from stage 2 to
stage 3 (CC). They are denoted as t1o and t23 respectively.

In the construction of a schedule several constraints have to be considered.
e There is no overlap between two charges processed by the same machine.

e The continuity in the treatment of the charges in a single sequence at the CC stage.
This means that idle time is prohibited between two successive charges. So it is some-
times necessary to slow down the flow in a CC for a subset of charges in order to
increase the processing time pg3) of some charges i. As far as possible, it is better to

distribute such slowdown homogeneously over several charges than to strongly decel-

erate a single charge. Indeed it is not easy to successively decelerate and accelerate
the flow in the CC. Moreover, it is not recommended to do so because this could alter
the quality of the product.

e Each charge has a limited sojourn time (the time between its leaving the RS and its
starting in the CC (see Figure 2)). This constraint is due to the necessity of keeping
a sufficient temperature before the charge is processed in the CC. This upper bound
on the sojourn time is denoted as S.

The objective of the manager is to treat the two sequences as rapidly as possible, that
is, to minimize the completion time of both sequences. This objective can be formulated
mathematically as min Zizl(sk + > p53)), where si (> ti) is the starting time of the
sequence in CCk for k= 1,2. It is equivalent to reducing, as far as the constraints allow it,

the delay s — t of the sequence k (k= 1 or 2 for sequences for CC1 and CC2 respectively)
B)_ (3
—p

and the different slowdowns p; of the charges i = 1,...,ng.

The Heuristic Approach

The heuristic algorithm consists of three phases. The first one is a simple initialization of the
two sequences at stages 2 and 3, taking the availability dates of the two CC and the transfer
time %23 into account. The sequences are scheduled at the earliest dates using the minimal
processing times of the charges. Such schedule may eventually generate some overlapping
at stage 2. The second phase will also treat each sequence separately at stages 2 and 3.
The schedule will be modified in order to eliminate the possible conflicts at stage 2 and
to respect the maximal sojourn constraint. During this phase, first some advances will be
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Figure 2: Limitation of the sojourn time of the charges

introduced for some charges at stage 2. If these advances are too large with respect to the
maximal sojourn time constraint, it will be necessary to slow down some charges, i.e. to
increase their processing times at stage 3. The third phase concerns the assignment of all
the charges of both sequences to the two CV at stage 1. The charges are considered one by
one, in chronological order from their starting time at stage 2. If the availability of the CV
does not permit to assign a charge:

e cither, if possible, all the sequences of this charge will be delayed,
e or, a new slowdown will be introduced for some charges belonging to this sequence.

In both cases, because the schedule at stages 2 and 3 has been modified, phase 3 must be
repeated from the beginning. The heuristics stops when all the charges can be assigned to
the CV.

The three phases of the heuristics will now be described in detail.

First phase:

It consists in an initialization of the schedule at stages 2 and 3, i.e. the RS and CC stages.
This initialization is done independently for the two sequences since they use different ma-
chines. Each sequence is first initialized on the CC, starting at the availability date of the
CC. The processing time of each charge is set to its minimal value. Let m§3) be the starting
time of charge i at stage 3; we have iteratively:

a:?) = tg; (k=1 or 2, depending on the processed sequence) (1)
e =P i =1, =1 k=1,2 (2)
with p53) = p§3). (3)

(2)

Then, the starting time z;~’ of charge ¢ is computed at stage 2:

mg2):m53)—t23—p(2), i=1,...,n; k=1,2. (4)
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Second phase:
The aim of this phase is twofold:

(a) eliminate the possible overlapping generated by the first phase at stage RS (see Figure
3)

(b) respect the maximal sojourn time S of the charges (see Figure 2).

This initialization phase is made separately for each sequence. Let us now explain how the
heuristics fulfills objectives (a) and (b).

(a) To prevent possible overlapping, a so-called “necessary advance” A, (i) relative to
charge ¢ at stage RS is determined iteratively from the last charge of the sequence. These
necessary advances are computed as follows: (see Figure 3)

A, (ng) =0; (k=1 or 2, depending on the processed sequence)
A(6) = max(0, An (i + 1) + 2% =2 4+ p@); i=np —1,...,1; k=1,2.  (5)

P

(2)

The starting times z;”’ are updated as follows:

2P e— 2P — A G); i=1,.. . k=1,2, (6)
(:7\”(3)=30 Y A(5)=0

Figure 3: An example showing the use of necessary advances to avoid overlapping at stage
RS (for instance: ny = 5;p) = 30;p£3) = 20;p(3) = 10;t23 = 15; S = 35; A™** = 20)

(b) Despite modifications (6), the maximal sojourn constraint may not be satisfied for
some charges. Indeed, this constraint implies a maximal necessary advance A™** = S — ta3.
So iteratively, from i = n, — 1 (with £k = 1, 2) to i = 1, A, (i) is compared with A™**,
If A,(i) is strictly greater that A™%* a slowdown on the CC is necessary. For a reason
previously described in Section 2, such a slowdown must be distributed amongst charges
i, e, N — 1.

The charges to slow down are those that are responsible for the large value of A, (7).
The charges to consider for a slowdown form a subset I = {l | i < < L — 1} where L
is the smallest index such that A, (L) = 0. This subset can also be written as: I = {r |
Ap(r) > Ap(l) for all le {r+1,...,L}} (see Figure 4).
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Figure 4: The charges to decrease in phase 2 when A, (i) > A™** (the symbol 4 indicates
an index belonging to I)

The slowdown A, relative to charge r € I will be

(An (i) = A™) * (An(r) — An(s))

AT = An(l) Y

where s represents the next charge after r in I or s = L if r is the last charge in 1. So, the

processing times p£3) of charges r € I become:

PP —p® LA rel (7)

The starting times m§3), the necessary advances A, (i) and the starting times a:gQ) are updated
by formulae (4), (5) and (6) respectively. The necessary advances can only decrease. In
particular, the new value of A, (i) will be A™* because ) .; A, = A, (i) — A™** and by

relation (5), A, (i) ¢— An(i) — >_,.c; Ar, (see Figure 5).

An(3)=20 ol Aa(5)=0
+—> <>
RS ;
S. 165 171 | 195 i
cC
170 186 20
p3( ) ( Ds

Figure 5: The example of Figure 3 after slowing down

This slowing down process is repeated until all the necessary advances are less than or
equal to the maximal advance. At the end of this phase, a provisional schedule of the two
sequences at stages 2 and 3 has been completed.
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Third phase:
The aim of this phase is to schedule the charges on the CV (stage 1). Charges (n1 + ns)
are successively considered by increasing the value of mg.Q), j=1,...,n1 +no. First, a

provisional starting time 2" is determined for the considered charge 3. a:;l)

i corresponds to
the first availability date of one of the CV. At the beginning, these initial dates are r; and
ro. When some charges have already been assigned to the CV, these availability dates are
obtained by taking the processing time p(!) of each charge at stage 1 into account.

The starting time a:;l) implies a so-called “possible advance” A,(j) of charge j. This

possible advance is determined by:
Ap(0) = @ — s =p® — 1) = @) +pD) G =1L k=120 (8)

Let us now discuss the possible cases that may arise.
(a) In the case where A,(j) > A,(j) (see Figure 6), the starting time xg-l) can be kept
at its value. A waiting time equal to A,(j) — An(j) is introduced before stage RS in the

schedule. Next, charge j+ 1 is treated.

A)=35

A (j)=15\‘ t123

X]U) x1“)+p“)

RS

cC

Figure 6: Case if A,(j) > An(j)

(B) In the case where A, (j) > A,(j), it is necessary to increase A,(j) to be able to use

the starting time :vg-l). Two possible cases are considered, depending on whether charge j
belongs to a currently processed sequence or not (we mean by a currently processed sequence
one which has already started in CC on date arg.l)).

(B-1) If charge j belongs to a non currently processed sequence (the sequence of this
charge has not started yet in CC on date asg.l)), the whole sequence will be delayed. The

value of this delay is A, (j) — A, (). So for all the charges [ of this sequence k (in particular
) L (3)
for charge j), the starting times z;”’ become

1'1(3) <—wl(3)+An(j)_Ap(j); l=1,...,n. 9)

This uniform delay does not modify A,(1);1 = 1,...,n4 (see formula (5)) but A,(j) now
becomes equal to A, (j) (see formula (8)), (see Figure 7). The information related to this
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sequence, i.e. :vl(2), 351(3) (I=1,...,n), is updated and we go back to the beginning of phase
3, ie. withj=1.

Ap(j) with the delay
«—
CcvV
. -« >
Ay(j) before the, delay t2!
RS
cC

Figure 7: Case where A,(j) > A,(j) and charge j belongs to a non currently processed
sequence

(3-2) If charge j belongs to a currently processed sequence, the treatment performed at
point (5-1) is no longer possible. So, a new slowdown will be introduced in sequence & for
charge j. All the charges [ € {1,...,j — 1} preceding charge j in this sequence k will be
slowed down. The value of the delay is:

(Aa(j) = A, (5)) * p?”

jf NQ
=1 !

A = (10)

and thus
PP e p® y Ay I=1,...,5 -1 (11)

With such a slowdown, all the possible advances of the charges belonging to sequence £ will
increase (see formula (8)); in particular, the value of the increase on the possible advance

7—1
Ap(j) will be > Ay, ie. A,(j) — A,(j), and thus A,(j) becomes equal to A,(j) (see
=1

Figure 8).

The necessary advances A, (l) with [ > j have not changed. The necessary advances
Ap(l) for I < j will decrease or remain constant if it is equal to zero. All the information
related to this sequence, i.e. wl(3), a:l(z), A,(l) and Ap(1), 1=1,...,n4, is updated and we go
back to the beginning of phase 3, i.e. with j= 1. The heuristics stops when all the charges
have been treated and assigned to the CV.

Note: In practice there can also exist an upper bound on the processing time p§3)
due to a maximal decrease of the flow speed on the CC. If this upper bound is taken into
account, the necessary slowdown of some charges (in phases 2 and 3 of the heuristics) can
be impossible. At this time, the heuristics stops due to some contradictions between the
constraints. For the presentation of the heuristics described in this paper, such a possibility
of infeasibility has been avoided.

The flow chart for the heuristic method is given in Figure 9.
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Ay(j) after the slow down
-«

cv
Ay(j) before the slow dowritg”

RS |

Slowdown

Figure 8: Case where A, (j) > Ap(j) and charge j belongs to a currently processed sequence

Table 1: Initial situation
r | re | h ta
0|24 |117 | 90

Experiments

This section presents the results of some experiments aiming at validating the heuristics.
The algorithm is implemented in Matlab and is evaluated with some test problems and one
real data set. Section 4.1 presents a didactic example as an illustration; an experiment with
a real data set is treated in Section 4.2 and compared with the solution provided by the
company (ARCELOR Group). Section 4.3 presents some other numerical results.

Illustration

Table 1 describes the initial state of the system, i.e. the availability of machines CV and
CC. Machine CC1 is in use at instant 0, i.e. sequence 1 is currently being processed at
the initial instant; so the charges for this sequence are those not yet scheduled at instant
0. Table 2 presents the data of each sequence devoted to CC1 and to CC2. Table 3 gives
the processing time of machines CV and RS, the transfer times between the stages, and the
upper bound of sojourn time for these sequences.

The results of the heuristics are presented in Tables 4 and 5. The GANTT chart is shown
in Figure 10 (to distinguish the charges of the two sequences, those of the second sequence

Table 2: Data of sequences devoted to CC1 (line 1) and to CC2 (line 2)
i ] 2 3 i 5 6 7 8 9 |

p” for k=1]13.02 | 19.06 | 19.06 | 20.97 [ 19.41 | 21.35 | 18.57 | 20.46 | 23.53 |
pi? for k=2 | 35.66 | 49.91 | 49.91 | 49.92 | 49.91
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Load the instance
Initial state 1y, ty for k—1, 2
Sequences 1 and 2:p® ; i=1,...,n ; k=1, 2

l

. Initial calculation of X, x@ Vi
First phase (formulae (1) to (4))
Second phase b

Calculation of A 3 FL,...,m, (formula (5))
Updating of x(2) 3 i-L,...,m, (formula (6))

A <A™

No

Slowdown (formula (7))
Updating of @, xi®, A(D), i-1,...,n (formulae (4) to (6))

Order all charges by x increasing,j=1,...,n; + 1,

C: fon of 0,
Calculation of A (formula (8))
j € jtl
No Yes
Al < Agi)
Updating of x, x@, L., | Yes
STOP
No
Delay the sequence k of Aq(j) - Ay(j) Yes (B.1)

(formula (9)) j € non current sequence

No (B-2)

| Slowdown formula (10) and (1) |

l

| Updating of %%, x?, A1), |

Figure 9: Flow chart for the heuristics
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Table 3: Other system parameters

Processing times Transfer times | Maximum Sojourn times
pD T p@fork=11p® for k=2 t1» tas S
44 23 32 15 15 35

Table 4: Results of sequence to CC1
331('1) (2) (3) (3)

0 79 117 24 34
24 | 103.34 | 141.34 | 32.45
44 | 135.79 | 173.79 | 32.45
68 | 168.24 | 206.24 | 32.96
112 | 201.20 | 239.20 | 29.70
156 | 230.9 | 268.9 | 25.88
176 | 256.78 | 294.78 | 24.51
220 280 319.29 | 21.71

244 303 341 23.53

O 00| | O U | WD =] =

are denoted by a, b, ¢, d, e in this figure).
Table 6 presents some additional information. For each sequence, this table reports:

e the completion time: (561(131) + ngl ) and (a:nz) + p( )) respectively,
e the total slowdown of the charges computed at the CC: 31, (p§3) (3)) and ) ? (
p®

Z

) respectively,

e the possible delay in starting the sequence computed at the CC: (z§3) —t1) and (z§3) —t2)
respectively.

(3)

Note: As sequence 1 is currently processed at instant 0, we have necessarily = = t1, i.e.,
the delay for this sequence is equal to zero.

Validation on an Industrial Case

The following case study is based on a real world industrial application. The process consid-
ered is the steelmaking continuous casting of an industrial company, namely the ARCELOR

Table 5: Results of sequence to CC2
xgl) (2) x§3) (3)

88 187 51 | 234.51 35 66
132 | 223.17 | 270.17 | 49.91
200 | 273.08 | 320.08 | 49.91
264 323 370 | 49.92

288 | 372.92 | 419.92 | 49.91

| O|T| W |-




458

A. BELLABDAOUI, A. FIORDALISO AND J. TEGHEM

1 3 a b 7 d
Ccv1
2 4 5 c 9 e
cva
1. 2 3 5 7 8 9
RS1 |- [e— e N e B — i s——
a c d e
RS2
117 365
1 2 3 4 5 6 7 8 9
CC1
235 470
CCZ L L L L a b T ¢ d g J
0 50 100 150 200 250 300 350 400 450 500

Figure 10: Gantt chart associated with the illustrative example

Table 6: Results obtained with our heuristics (example of Section 4.1)

Optimum Running time for CC1 Running time for CC2
Completion | Slowing | Delay | Completion | Slowing Delay
time down time down
834.33 364.53 72.10 0 469.83 0 144.51
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Table 7: Initial situation (validation example)
ri|re |t to
4 (24116 | 179

Table 8: Data of sequence devoted to CC1 (line 1) and to CC2 (line 2) (validation example)

1 1 2 3 4 5
p for k=1 2394 | 33.52 | 33.52 | 33.52 | 35.16
p) for k=2 | 37.96 | 53.14

Group located in Belgium (Liege). The data used in this section have been provided by
the process engineers of this company. The added value of this example is that it allows to
compare our heuristic solution with the solution applied by the company on this data set
(this solution is obtained in a very pragmatic way, based only on practical experience and
an expert’s report). The context is the following: there are 5 charges in a sequence to CC1
and 2 charges in a sequence to CC2. Both machines CC1 and CC2 are in use at instant 0.
Tables 7-9 present data of the system. The schedule proposed by the company is presented
in Table 10. The results of our heuristics are reported in Tables 11 and 12.

The experimental results reported in Table 13 show that our heuristics gives interesting
results compared with the solution provided by the company. Indeed, compared with the
solution provided by the company, the solution obtained with the heuristics introduces less
slowing down for both sequences. The resulting completion times of the two sequences are
thus improved by 6 and 11 units respectively.

Experimental Results

Real data sets are used in several experiments. For each set, the results for each sequence are
presented with three indicators: completion time (or process), slowdown and delay (Table
14). In this table, the first two columns respectively indicate the number of charges in both
sequences and which sequences are currently being processed at instant zero.

In one instance of the five real data sets (instance 33*14), the availability dates of the
CV and the CC are given in Table 15; the other system parameters are the same as those
described in Table 9.

The results of our heuristics are presented in Tables 16 and 17 in more detail. The
GANTT chart is shown in Figure 11 (to distinguish the charges of the two sequences, those
of the second sequence are denoted by a, b,..., n on this figure).

These results prove the ability to treat data of large dimension (n; = 40,n, = 16
are exceptional large sequences, relatively seldom in practice). Our algorithm provides the

Table 9: Other system parameters (validation example)

Processing times Transfer times | Maximum Sojourn times
pD T p@fork=11]p® for k=2 t1» ta3 S
44 22 32 15 15 35
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Table 10: Schedule proposed by th

Seq | @ xEl) x§2) xEB) pz(-g)
1 |1 4 79 | 116 | 29
1 [ 2| 24 | 108 | 145 | 33
2 | 1] 48 | 132 | 179 | 49
1 | 3] 68 | 141 | 178 | 34
1 (4 92 | 171 | 212 | 35
2 | 2] 112 | 181 | 228 | 53
1 | 5] 136 | 210 | 247 | 35

Table 11: Results obtain

i 20 2@ | 2@ | 0
1] 4 | 79 116 | 24.21
2 | 24 | 103.21 | 140.21 | 33.90
3| 68 | 137.11 | 174.11 | 33.89
4112 [ 171 | 208 | 3352
5 | 136 | 204.52 | 241.52 | 35.16

Table 12: Results obtained with our heuristics (sequence devoted to CC2)

i 3351) 1"52) x§3) p§3)
1] 48 132 179 37.96
21 92 | 169.96 | 216.96 | 53.14

Table 13: Comparison between the solution obtained with our heuristics and the solution

proposed by the company

e company (rounded off to the closest integer)

ed with our heuristics (sequence devoted to CC1)

Solution Subjection
company
of heuristics solution
Total completion time 546.78 563
Completion time 276.68 282
Sequence to CC1 Delay 0 0
Slowing down 1.02 7
Completion time 270.10 281
Sequence to CC2 Delay 0 0
Slowing down 0 11
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Table 14: Computation results for some industrial examples

Problem structure Running time for CC1 Running time for CC2
n1 % no currently processed process Slowing Delay process Slowing Delay
sequence down down

14%*5 1,2 549.48 | 117.04 0 523.99 8.7 0

15%5 1 566.42 43.65 0 542.06 0 93.87

15*9 2 632.19 0 60.7 | 656.16 8.1 0
33*14 1 1138.30 | 170.38 0 1141.40 0 145.58
40*16 1,2 1361.10 | 257.20 0 1180.80 | 117.12 0

Table 15: Initial situation (instance 33*14)
r|re |t 2
4 |24 150 | 170

oVl 1 3 5 ab 9 1011e 1415g 18 192022 23 k- 26 27 m 30 n 33
2 4 6 78 cd 1213f 1617h i 21j 2425] 28293132
cvar-
33
a n
150 1138
1 33
cot b — — ————
316 1141
a n
cc2 * e )
0 200 400 600 800 1000 1200

Figure 11: Gantt chart associated with industrial example 33*14

461
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Table 16: Results of sequence to CC1 (industrial example 33*14)
e @) e e ®)

! i p;

1 4 111.90 | 150.00 | 22.90 | 17.00
2 24 134.90 | 172.90 | 32.05 | 23.80
3 48 166.95 | 204.95 | 33.22 | 24.66
4 68 200.17 | 238.17 | 33.22 | 24.66
5 92 233.39 | 271.39 | 33.22 | 24.66
6 112 | 266.61 | 304.61 | 33.22 | 24.66
7 | 156 | 299.83 | 373.83 | 33.22 | 24.66
8 | 200 | 333.05 | 371.05 | 33.22 | 24.66
9 | 224 | 366.27 | 404.27 | 33.22 | 24.66
10 | 268 | 399.49 | 430.49 | 33.13 | 24.66
11 | 312 | 432.62 | 470.62 | 33.13 | 24.66
12 | 323 | 465.75 | 503.75 | 32.36 | 24.66
13 | 376 | 498.11 | 536.11 | 32.36 | 24.66
14 | 400 | 530.47 | 568.47 | 31.39 | 24.66
15 | 444 | 561.85 | 595.85 | 31.39 | 24.66
16 | 464 | 593.24 | 631.24 | 30.63 | 24.66
17 | 508 | 623.87 | 661.87 | 30.63 | 24.66
18 | 532 | 654.49 | 692.49 | 33.42 | 29.95
19 | 576 | 687.91 | 725.91 | 32.00 | 29.95
20 | 620 | 719.91 | 757.91 | 29.35 | 24.66
21 | 640 | 749.26 | 787.26 | 29.35 | 24.66
22 | 646 | 778.61 | 816.61 | 28.43 | 24.66
23 | 708 | 807.04 | 845.04 | 28.43 | 24.66
24 | 728 | 835.47 | 873.47 | 27.71 | 24.66
25 | 772 | 836.18 | 901.18 | 27.71 | 24.66
26 | 796 | 890.89 | 928.89 | 26.80 | 24.66
27 | 840 | 917.69 | 955.69 | 26.80 | 24.66
28 | 860 | 944.48 | 982.48 | 29.10 | 27.95
29 | 904 | 973.58 | 1011.58 | 26.39 | 25.00
30 | 928 | 999.97 | 1037.97 | 25.68 | 25.00
31| 948 | 1025.65 | 1063.65 | 25.35 | 24.66
32| 992 | 1051.00 | 1089.00 | 24.66 | 24.66
33 | 1016 | 1075.66 | 1113.66 | 24.66 | 24.66
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Table 17: Results of sequence to CC2 (industrial example 33*14)

3751) 3752) 3753) p£3) p£3)

136 | 268.58 | 315.58 | 41.28 | 41.28
180 | 309.86 | 356.86 | 57.80 | 57.80
244 | 367.66 | 414.66 | 57.80 | 57.80
288 | 425.46 | 472.46 | 57.80 | 57.80
356 | 483.26 | 530.26 | 57.80 | 57.80
420 | 541.06 | 588.06 | 58.83 | 58.83
488 | 599.89 | 646.89 | 58.83 | 58.83
552 | 658.72 | 705.72 | 58.83 | 58.83
996 | 717.55 | T64.55 | 62.24 | 62.24
684 | 779.80 | 826.80 | 62.24 | 62.24
752 | 842.04 | 883.04 | 62.24 | 62.24
816 | 904.29 | 951.29 | 63.36 | 63.36
884 | 967.64 | 1014.64 | 63.36 | 63.36
972 | 1031.00 | 1078.00 | 63.36 | 63.36

SBIE|—| = |=|oa|wo|alo|o|o]| -

manager with an easy way to determine automatically a good schedule of the sequences. Our
heuristics must be compared with the pragmatic way applied by the company and based on
experts’ experience. For a large dimension sequence, such an expert generally assigned the
charges alternately on converters; such a solution introduced often unnecessary slowdowns
and is thus far from the optimal schedule.

Conclusions

The paper presents a heuristic algorithm devoted to the steelmaking continuous casting
(SCC) scheduling problem. The system under study is based on an industrial application
from Arcelor Group in Liege (Belgium). The objective is to construct a planning and
scheduling that maximizes productivity. With this in view, we propose a heuristic technique
based on eliminating machine conflicts. The model has been implemented with the Matlab
software and analyzed with some test problem instances and a real data set. Experimental
results show that our heuristics gives encouraging results compared with the scheduling
solution applied by the company.
In the future, further developments will be envisaged:

e Even if the company is currently treating the schedule of only two sequences, it would
be interesting to model the schedule of several sequences on each CC simultaneously.
Nevertheless, it is assumed that the sequences are ordered for each CC. Hence, it
will be necessary to introduce a minimal intersequence period between two successive
sequences on the same CC.

e Even if the converters (CV) constitute a bottleneck in the system, idle time may
be necessary between two successive charges, especially between the last charge of a
sequence and the first charge of the next sequence. Such extension will also be analyzed
in the future.
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