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� Introduction

In the literature� three types of augmented Lagrangians have attracted extensive attention�
�i� classical augmented Lagrangian with a convex quadratic augmenting function� �ii� general
augmented Lagrangian with a convex augmenting function� and �iii� generalized augmented
Lagrangian with a �nonconvex� level�bounded augmenting function� Their implication rela�
tions are �i� � �ii� � �iii��

Classical augmented Lagrangian method was �rst proposed by Hestenses �	
 and Pow�
ell ���
 to solve a mathematical program with only equality constraints� It was later ex�
tended by Rockafellar to solve optimization problems with both equality and inequality
constraints� see� e�g�� ��� �� ��
� As noted in ��
� in comparison with the traditional
�quadratic� penalty method for constrained optimization problems� convergence of aug�
mented Lagrangian method usually does not require that the penalty parameter tends to
in�nity� This important advantage results in elimination or at least moderation of the ill�
conditioning problem in the traditional penalty method� Another important advantange of

�The work described in this paper was fully supported by a grant from the Research Grants Council of
the Hong Kong Special Administrative Region� China �Project No� PolyU �	
	��	E�

yThis paper is dedicated to Terry Rockafellar in appreciation of his sustained contributions to optimiza�
tion� Our recent work in this and other papers on the topic of augmented Lagrangian duality theory has
been inspired by his early work�
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augmented Lagrangian method over the traditional penalty method is that its convergence
rate is considerably better than that of the traditional penalty method�

Recently� Rockafellar and Wets ���
 introduced a general augmented Lagrangian with a
convex augmenting function for an extended real�valued nonconvex optimization problem
and established a strong duality result� Moreover� a necessary and su�cient condition for
the exact penalty representation in the framework of the general augmented Lagrangian was
also obtained�

More recently� a generalized augmented Lagrangian was introduced in ���
 by relaxing
the convexity on the augmenting function� This relaxation allows for the uni�cation of some
unconstrained methods for constrained and unconstrained optimization problems� e�g�� the
general augmented Lagrangian method discussed in ���
� the �lower order� penalty function
methods considered in ���
 and ���
 as well as a class of nonlinear penalty methods studied
in ���
�

It was shown in ��	
 that a �lower order� nonlinear penalty function usually admits a
smaller least exact penalty parameter than the ordinary l� penalty function�see� e�g�� ��
 and
��
�� As shown in ���
� generalized augmented Lagrangian with a �lower order� augmenting
function generally requires weaker conditions to guarantee its global exact penalty represen�
tation property than the general augmented Lagrangian in ���
� It will be shown in Section
� of this paper that the generalized augmented Lagrangian with a �lower order� augment�
ing function also admits a smaller least local exact penalty representation paramter than
the general augmented Lagrangian� These results motivate us to further study generalized
augmented Lagrangian methods�

Another direction in the study of augmented Lagrangian is the so�called exact augmented
Lagrangians for inequality constrained nonlinear programming problems �see� e�g�� ��� �� �
��
Unlike the �generalized� augmented Lagrangian we mentioned above in which the penalty
term only considers the feasibility of the the original constrained program� exact augmented
Lagrangian takes into account both the feasibility and the KKT conditions of the original
constrained program� Under certain conditions� the relationship in terms of optimality
conditions� local�global optimal solutions of the augmented Lagrangian function and that
of the original constrained optimization problem has been established �see ��� �� �
��

It is clear that augmented Lagrangian methods for constrained optimization are a class of
unconstrained methods� That is� they are used to solve a constrained optimization problem
by converting it into one or a sequence of unconstrained optimization problems� However�
it should be cautioned that for a nonconvex program� usual optimization methods only
generate stationary points� i�e�� points that satisfy �rst�order or second�order necessary op�
timality conditions� Thus� it is both interesting and signi�cant to investigate whether the
�rst�order or second�order stationary points of the unconstrained mathematical programs
converge to that of the original constrained mathematical program� In ���
� in the context
of a mathematical program with both equality and inequality constraints� we proved that
the �rst�order and second�order stationary points of the classical augmented Lagrangian
problems considered in ��� ��
 converge to that of the original constrained mathematical
program� respectively� In the framework of a mathematical program with only equality con�
straints� we showed that the second�order stationary points of the augmented Lagrangian
problems converge to that of the original constrained mathematical program for general
augmented Lagrangians with convex augmenting functions studied in ���
�

It is worth noting that there is generally no explicit expression for a general augmented
Lagrangian for a mathematical program with inequality constraints and thus there exists
some techinical di�culty in deriving �rst�order and second�order necessary optimality con�
ditions for the corresponding augmented Lagrangian problems ���
� So we considered math�
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ematical programs with only equality constraints and their general augmented Lagrangian
problems� In this paper� for the same reason� we shall restrict our attention to a class of
generalized augmented Lagrangian methods for mathematical programs with only equal�
ity constraints� We shall investigate their convergence properties� More speci�cally� we
shall prove that �rst�order and second�order stationary points of the generalized augmented
Lagrangian problems converge to that of the original constrained mathematical program�
respectively� Since these generalized augmented Lagrangians are not di�erentiable or even
not locally Lipschitz� we approximate these generalized augmented Lagrangians by certain
smooth functions� We also show that the �rst�order and second�order stationary points of
the smooth approximate problems converge to that of the original constrained optimization
problem� respectively�

� Generalized Augmented Lagrangian

We recall the de�nition of the generalized augmented Lagrangian� For details� see ���
�
Consider the following primal optimization problem�

�P� inf
x�Rn

��x��

where � � Rn � �R � R
S
f�����g is an extended real�valued function�

Suppose that �f�x� u� � Rn �Rm � �R is a dualizing parameterization function of �� i�e��

�f�x� �� � ��x�� x � Rn�

Let � � Rm � �R be a generalized augmenting function� i�e�� it is proper� lower semi�
continuous �lsc in short�� level�bounded �the set fu � Rm � ��u� � �g is always bounded
for any � � R�� and attains its minimum � at the origin � � Rm� In ���
� the augmenting
function � is required to be convex� Clearly� an augmenting function� which is lsc� convex
and attains its minimum � at its unique minimizer � � Rm� is level�bounded�

The generalized augmented Lagrangian is de�ned as

l�x� y� r� � inf
u�Rm

f �f�x� u�� hy� ui� r��u�g� x � Rn� y � Rm� r � ��

Based on the generalized augmented Lagrangian for unconstrained programs� we intro�
duce generalized Lagrangian for constrained programs� Since there exists some technical
di�culty in deriving an explicit expression of a generalized augmented Lagrangian for a
mathematical program with inequality constraints� we will only discuss in this paper math�
ematical programs with equality constraints�

Consider the following constrained program�

�CP� inf f�x�
s�t� x � Rn

gj�x� � �� j � �� � � � �m�

where f� gj � R
n � R� j � �� � � � �m are twice continuously di�erentiable functions�

Denote by X� the feasible set of �CP�� i�e��

X� � fx � Rn � gj�x� � �� j � �� � � � �mg�

Let MCP denote the optimal value of the problem �CP��
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Set

��x� �

�
f�x�� if x � X��
��� if x � RnnX��

���

It is clear that �CP� is equivalent to the following unconstrained problem �P�� in the
sense that the two problems have the same set of �locally� optimal solutions and the same
optimal value�

�P�� inf
x�Rn

��x��

De�ne the dualizing parameterization function�

�fCP �x� u� � f�x� � �f�mg�G�x� � u�� x � Rn� u � Rm� ���

where �m is the origin of Rm and G�x� � �g��x�� � � � � gm�x��� Thus� a class of generalized
augmented Lagrangians for �CP� with the dualizing parameterization function fCP de�ned
by ��� can be expressed as

�lCP �x� y� r� � inff �fCP �x� u�� hy� ui� r��u� � u � Rmg� ���

where � is a generalized augmenting function�
It can be easily computed from ��� that

�lCP �x� y� r� � f�x� �
mX
j��

yjgj�x� � r���g��x�� � � � ��gm�x��� ���

De�nition ������
� Consider the constrained program �CP� and the associated generalized
augmented Lagrangian �lCP �x� y� r�� A vector �y � Rm is said to support a global exact
penalty representation if there exists �r � � such that

MCP � inf f�lCP �x� �y� r� � x � Rng� �r � �r

and

argmin �CP� � argminx
�lCP �x� �y� r�� �r � �r�

where argmin �CP� and argminx
�lCP �x� �y� r� denote the set of optimal solutions of �CP�

and the set of optimal solutions to the problem of minimizing �lCP �x� �y� r� over x � Rn�
respectively�

De�nition ���� Consider the constrained program �CP� and the associated generalized
augmented Lagrangian �lCP �x� y� r�� Let �x � X� be a local solution to �CP�� �y � Rm is
said to support a local exact penalty representation for �CP� at �x in the framework of the
generalized augmented Lagrangian �lCP �x� y� r� if there exist �r � � and � � � such that

f��x� � �lCP �x� �y� �r�� �x � V� � fx � Rn � kx� �xk � �g� ��

In the sequel� we restrict our attention to two classes of generalized augmenting functions
� for �CP�� More speci�cally� they are stated as follows�

�a� the generalized augmenting function is ��u� �
hPm

j�� juj j
i�

� where � � ��

�b� the generalized augmenting function is ��u� � �maxfjuj j � j � �� � � � �mg

�
� where

� � ��
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It is obvious from ��� that the generalized augmented Lagrangian in case �a� is

L��x� y� r� � f�x� �
mX
j��

yjgj�x� � r

�
� mX
j��

jgj�x�j

�
�
�

�

and the generalized augmented Lagrangian in case �b� is

�L��x� y� r� � f�x� �

mX
j��

yjgj�x� � r �maxfjgj�x�j � j � �� � � � �mg

�
�

The generalized augmented Lagrangian problems in case �a� are

�P�
y�r� min

x�Rn
L��x� y� r�� ���

and the generalized augmented Lagrangian problems in case �b� are

� �P�
y�r� min

x�Rn
�L��x� y� r�� ���

It is clear from ����
� Theorems �� and ��� that if � � �� � �� weaker conditions
are needed to guarantee that �y � Rm supports a global exact penalty representation for
�CP� in the framework of the generalized augemented Lagrangian L�

�

�x� y� r� than in the
case when the generalized augmented Lagrangian L��x� y� r� is used� Next we show that if
� � �� � � and �y supports a local exact penalty representation for �CP� in the framework
of L��x� y� r� � then �y also supports a local exact penalty representation for �CP� in the
framework of L�

�

�x� y� r�� and in some sense� L�
�

�x� y� r� admits a smaller least local exact
penalty representation parameter than L��x� y� r��

Suppose that �x � X� is a local solution to �CP� and �y � Rm supports a local exact penalty
representation for �CP� at �x in the framework of the generalized augmented Lagrangian
L��x� y� r�� Let � � � in De�nition ��� �with �lCP replaced by L�� be �xed� De�ne the least
local exact penalization representation parameter by

r����y� �� � inff�r � � � f��x� � L��x� �y� �r�� �x � V�g�

De�ne the following locally perturbed problem of �CP��

�CPs���� inf f�x�
s�t� x � V�

gj�x� � sj � j � �� � � � �m�

where s � �s�� � � � � sm� � Rm� Let ��s� �� denote the optimal value of �CPs����� If �CPs����
does not have a feasible solution� ��s� �� � ��� Set

S��� � fs � s � Rm� s 	� �� sj � gj�x�� j � �� � � � �m� for some x � V�g�

We have the following proposition concerning the calculation of r���y� ���

Proposition ����

r����y� �� � maxf�� sup
s�S���

f��x�� ��s� �� �
Pm

j�� �yjsj

ksk��
g�

where ksk� �
Pm

j�� jsj j��s � �s�� � � � � sm� � Rm�
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Proof� Let

A � sup
s�S���

f��x�� ��s� ���
Pm

j�� �yjsj

ksk��
�

First we prove that r����y� �� � A�

Let �r � � satisfy
f��x� � L��x� �y� �r�� �x � V� � ���

Then for any s � S���� there exists an x feasible to �CPs���� such that

f��x� � f�x� �

mX
j��

�yjsj � �rksk�� �

Consequently�

f��x� � ��s� �� �

mX
j��

�yjsj � �rksk�� �

Thus�
�r � A�

By the de�nition of r����y� ��� we see that r
�
���y� �� � A�

Now we show that
f��x� � L��x� �y�A�� �x � V� �

Suppose to the contrary that there exist x� � V� and t� � � such that

f�x�� �

mX
j��

�yjgj�x�� �A

�
� mX
j��

jgj�x��j

�
�
�

� f��x�� t�� �	�

We assert that x� 	� X�� Otherwise� from ���� we have

f��x� � f�x��� ����

On the other hand� from �	� we obtain

f�x�� � f��x�� t��

contradicting ����� Let
sj � gj�x��� j � �� � � � �m� ����

Then from x� 	� X�� we conclude that s 	� �� Moreover� it is apparent that s � S����
Substituting ���� into �	�� we get

f�x�� �

mX
j��

�yjsj �Aksk�� � f��x�� t��

This further implies that

��s� �� �

mX
j��

�yjsj � Aksk�� � f��x�� t��

As a result�

A �
f��x�� t� � ��s� �� �

Pm
j�� �yjsj

ksk��
�

contradicting the de�nition of A� It follows that r����y� �� � A� So the conclusion holds�
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Now assume that �y supports a local exact penalty representation for �CP� at �x � X�

in the framework of the generalized augmented Lagrangian L��x� y� r�� Then there exists
� � � such that �� holds� Suppose that � � 
 � �� By the continuity of gj �j � �� � � � �m��
there exists �� � � such that

mX
j��

jgj�x�j � 
� �x � V�� � fx � Rn � kx� �xk � ��g� ����

Set ��� � minf�� ��g� Then we have

f��x� � L��x� �y� �r�� �x � V��� � fx � Rn � kx� �xk � ���g� ����

By Proposition ���� we obtain

r����y� �
��� � maxf�� sup

s�S�����

f��x�� ��s� �����
Pm

j�� �yjsj

ksk��
g� ����

Suppose that � � �� � �� Then ���� also holds when � is replaced by ��� Again� by
Proposition ���� we have

r�����y� ���� � maxf�� sup
s�S�����

f��x�� ��s� �����
Pm

j�� �yjsj

ksk�
�

�

g� ���

By our assumption ���� and the de�nition of ���� we see that

ksk� � 
 � �� �s � S������

Consequently� it is easily deduced from ���� and ��� that

r�����y� ���� � 
���
�

r����y� �
����

Note that 
���
�

� �� So we conclude that the generalized augmented LagrangianL�
�

�x� y� r�
admits a smaller least local exact penalty representation parameter than L��x� y� r� if � �
�� � ��

Similar arguments motivate our interest in the generalized augmented Lagrangian �L��x�
y� r�� particularly when � � � is small�

� Convergence Analysis

In this section� we consider the constrained optimization problem �CP�� We shall discuss the
convergence of �rst�order and second�order necessary optimality conditions of the generalized
augmented Lagrangian problems �P�

y�r� and � �P�
y�r�� respectively�

��� Optimality Conditions for Generalized Lagrangian Problems

It is clear that both L��x� y� r� and �L��x� y� r� are generally nonsmooth functions� Fur�
thermore� when � � � � �� they may not even be locally Lipschitz or convex composite
functions� It is true that there have already been some results concerning �rst�order and
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second�order necessary conditions for nonsmooth or even non�Lipschitz optimization prob�
lems in the literature �see� e�g�� ���
�� However� we have not found one that is suitable
for our purpose of convergence analysis of the generalized augmented Lagrangian methods�
Fortunately� we are able to derive appropriate �rst�order and second�order necessary con�
ditions for the optimization problems ��� and ��� by combining the technique of smooth
approximation and the approximate smooth variational principle due to Borwein and Preiss
��
�

The next lemma follows immediately from the approximate smooth variational principle
���
� Theorem �����

Lemma ��� Let X 
 Rn be nonempty and closed� Let h � X � R be lsc and bounded
below on X � Suppose that �x is a point such that h��x� � inf

x�X
h�x� � �� where � is a positive

number� Then� for any � � �� there exists x� � X such that

kx� � �xk � ��

h�x�� � inf
x�X

h�x� � �

and

h�x�� � h�x� � �	��kx� x�k
�� �x � X�

We need also the following lemma to derive second�order necessary conditions for �P�
y�r�

and � �P�
y�r��

Lemma ���� Let fcki g
�
k�� 
 Rn� i � �� � � � � q be sequences such that

lim
k���

cki � ci� i � �� � � � � q�

Suppose that fci � i � �� � � � � qg are linearly independent� Then � �d � fd � Rn � cTi d �
�� i � �� � � � � qg� there exists �k � � such that� when k � �k� there exists dk � Rn satisfying
�cki �

T dk � �� i � �� � � � � q and dk � �d�

Proof� It follows directly from Corollary II���� of �
 �see also Lemma �� of ���
��

The next proposition gives �rst�order and second�order necessary condition for a local
minimum of �P�

y�r��

Proposition ���� Consider the generalized augmented Lagrangian problem �P�
y�r�� Suppose

that �x is a local minimum of �P�
y�r� and f�gj��x� � j � �� � � � �mg are linearly independent�

Then there exist j � j � �� � � � �m such that
�i�

�f��x� �

mX
j��

j � gj��x� � �� ����

and
�ii� for any d � Rn satisfying

�gj��x�d � �� j � �� � � � �m� ����
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there holds

dT �� f��x�d�

mX
j��

jd
T �� gj��x�d � �� ����

Proof� Since �x is a local minimum of �P�
y�r�� there exists a neighbourhood U� � fx � Rn �

kx� �xk � �g such that
L���x� y� r� � L��x� y� r�� �x � U��

Let k be an integer and

sk�x� � f�x� �

mX
j��

yjgj�x� � r

�
� mX
j��

q
g�j �x� � �	k�

�
�
�

� x � Rn�

It is not hard to check that for x � U�� there holds

sk��x� � sk�x� �

�����
����

rm�	k�� if
Pm

j�� jgj��x�j � ��

r�	k�
hPm

j�� jgj��x�j
i���

� if � � � � � and
Pm

j�� jgj��x�j � ��

r�	k�
hPm

j��

q
g�j ��x� � �

i���
� if � � � and

Pm
j�� jgj��x�j � ��

Set

�k � �maxfm	k� �	k

�
� mX
j��

jgj��x�j

�
�
���

� �	k

�
� mX
j��

q
g�j ��x� � �

�
�
���

g�

Then we have
sk��x� � sk�x� � �k� �x � U�� ��	�

It is clear that �k � �� So we assume without loss of generality that �
���
k � ��

From ��	� and Lemma ��� �taking � � �
���
k �� we obtain �x�k � U� such that

k�x�k � �xk � �
���
k

and �x�k is a minimum of the problem�

min
x�U�

sk�x� � �
���
k kx� �x�kk

�� ����

Since k�x�k� �xk � �
���
k � �� it follows that �x�k � intU� � By the �rst�order necessary optimality

condition for problem ����� we get
�sk��x

�
k� � ��

That is�

�f��x�k� �

mX
j��

yj � gj��x
�
k� � r�

�
� mX
j��

q
g�j ��x

�
k� � �	k�

�
�
���

mX
j��

	
g�j ��x

�
k� � �	k�


����
gj��x

�
k�� gj��x

�
k� � �
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or

�f��x�k� �
mX
j��

fyj � r�

�
� mX
j��

q
g�j ��x

�
k� � �	k�

�
�
���

mX
j��

	
g�j ��x

�
k� � �	k�


����
gj��x

�
k�g � gj��x

�
k� � �� ����

Let

kj � yj � r�

�
� mX
j��

q
g�j ��x

�
k� � �	k�

�
�
���

mX
j��

	
g�j ��x

�
k� � �	k�


����
gj��x

�
k�� j � �� � � � �m� ����

Then ���� becomes

�f��x�k� �

mX
j��

kj � gj��x
�
k� � �� ����

We assert that �k �
Pm

j�� j
k
j j is bounded� Indeed� suppose to the contrary that f�kg is

unbounded� Assume without loss of generality that �k � �� and

lim
k���

kj 	�k � �j � j � �� � � � �m� ����

Dividing ���� by �k and passing to the limit as k � ��� we obtain

mX
j��

�j � gj��x� � �� ���

The combination of ���� and ��� contradicts the linear independence of f�gj��x� � j �
�� � � � �mg� Hence� each sequence fkj g� j � �� � � � �m is bounded� Assume without loss of
generality that

kj � j � j � �� � � � �m� ����

Taking the limit in ���� as k � ��� we obtain ����� This proves �i��

Now we apply second�order necessary condition to problem ���� and see that for any
d � Rn� there holds

dT �� sk��x
�
k�d� ��

���
k dT d � ��

That is�

dT �� f��x�k�d�

mX
j��

kj d
T �� gj��x

�
k�d

�r���� ��
mX
j��

�
� mX
j��

q
g�j ��x

�
k� � �	k�

�
�
��� 	

g�j ��x
�
k� � �	k�


��
g�j ��x

�
k���gj��x

�
k�d�

�
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�r�
mX
j��

�
� mX
j��

q
g�j ��x

�
k� � �	k�

�
�
��� 	

g�j ��x
�
k� � �	k�


����
g�j ��x

�
k���gj��x

�
k�d�

�

�r�
mX
j��

�
� mX
j��

q
g�j ��x

�
k� � �	k�

�
�
��� 	

g�j ��x
�
k� � �	k�


����
��gj��x

�
k�d�

�

���
���
k dT d � �� ����

where kj � j � �� � � � �m are as in �����

Note that �x�k � �x and f�gj��x� � j � �� � � � �mg are linearly independent� By Lemma ����
for any d � Rn satisfying ����� there exist dk � Rn such that dk � d as k � �� and

�gj��x
�
k�dk � �� j � �� � � � �m� ����

Substituting ���� into ���� �with d repalced by dk�� we obtain

dTk �
� f��x�k�dk �

mX
j��

kj d
T
k �

� gj��x
�
k�dk � ��

���
k dTk dk � ��

Passing to the limit as k � �� and applying ����� we obtain ����� The proof is complete�

The �rst�order and second�order necessary conditions for a local minimum of � �P�
y�r� are

given in the following proposition�

Proposition ���� Consider the generalized augmented Lagrangian problem � �P�
y�r�� Suppose

that �x is a local minimum of � �P�
y�r� and f�gj��x� � j � �� � � � �mg are linearly independent�

Then there exist j � j � �� � � � �m such that ���� holds and for any d � Rn satisfying �����
���� holds�

Proof� Since �x is a local minimum of � �P�
y�r�� there exists a neighbourhood U� � fx � Rn �

kx� �xk � �g such that

�L���x� y� r� � �L��x� y� r�� �x � U��

Let k be an integer and

sk�x� � f�x� �
mX
j��

yjgj�x� � r

�
� mX
j��

�g�j �x� � �	k��k

�
�

�

�k

� x � Rn�

Clearly� sk is twice continuously di�erentiable� Moreover� it is routine to verify that for
x � U�� there holds

sk��x� � sk�x�
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�

�������������
������������

m
k� � if max

��j�m
jgj��x�j � ��

r�� max
��j�m

jgj��x�j

���� �k� � �

Pm
j�� g

�k
j ��x��

�

�k � max
��j�m

jgj��x�j
�

if max
��j�m

jgj��x�j � �

and � � � � ��
r��
Pm

j�� g
�
j ��x� � �


�

� � �k� � �
Pm

j�� g
�k
j ��x��

�

�k

� max
��j�m

jgj��x�j
� if max
��j�m

jgj��x�j � �

and � � ��

Let

�k � �maxf
m

k�
� r�� max

��j�m
jgj��x�j


����
�

k�
� �

mX
j��

g�kj ��x��
�

�k � max
��j�m

jgj��x�j
�

r��

mX
j��

g�j ��x� � �

�

� �
�

k�
� �

mX
j��

g�kj ��x��
�

�k � max
��j�m

jgj��x�j
g�

Obviously� �k � �� Assume without loss of generality that �
���
k � �� �k�

Clearly� we have
sk��x� � sk�x� � �k� x � U��

Applying Lemma ���� we obtain �x�k � U� such that

k�x�k � �xk � �
���
k

and �x�k is a minimum of the problem�

min
x�U�

sk�x� � �
���
k kx� �x��kk

�� ��	�

Note that k�x�k � �xk � �
���
k � �� It follows that �x�k � intU�� By the �rst�order necessary

optimality condition for problem ����� we get

�sk��x
�
k� � ��

That is�

�f��x�k� �
mX
j��

yj � gj��x
�
k� � r�

�
� mX
j��

�
g�j ��x

�
k� � �	k�

�k
�
�

�

�k
��

mX
j��

�
g�j ��x

�
k� � �	k�

�k��
gj��x

�
k�� gj��x

�
k� � ��

or

�f��x�k� �

mX
j��

fyj � r�

�
� mX
j��

�
g�j ��x

�
k� � �	k�

�k
�
�

�

�k
��

mX
j��

�
g�j ��x

�
k� � �	k�

�k��
gj��x

�
k�g � gj��x

�
k� � �� ����
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Let

kj � yj � r�

�
� mX
j��

�
g�j ��x

�
k� � �	k�

�k
�
�

�

�k
��

mX
j��

�
g�j ��x

�
k� � �	k�

�k��
gj��x

�
k�� j � �� � � � �m� ����

Then ���� becomes

�f��x�k� �

mX
j��

kj � gj��x
�
k� � �� ����

As argued in the proof of Proposition ���� we can show that each sequence fkj g� j � �� � � � �m
is bounded� As a result� we can assume without loss of generality that

lim
k���

kj � j � j � �� � � � �m� ����

Taking the limit in ���� and applying ����� we obtain �����

Applying second�order necessary optimality condition to the problem ��	�� we have that
for each d � Rn� there holds

dT �� sk��x
�
k�d� ��

���
k dT d � ��

That is�

dT �� f��x�k�d�

mX
j��

kj d
T �� gj��x

�
k�d�

mX
j��

�kj ��gj��x
�
k�d�

� � ��
���
k dT d � �� ����

where nukj � j � �� � � � �m are as in ���� and �kj � j � �� � � � �m are some real numbers�

Since f�gj��x� � j � �� � � � �mg are linearly independent and �x�k � �x as k � ��� by
Lemma ���� for any d � Rn satisfying ����� there exist dk � Rn such that dk � d as k � ��
and

�gj��x
�
k�dk � �� j � �� � � � �m� ���

Substituting ��� into ���� �with d repalced by dk�� we obtain

dTk �
� f��x�k�dk �

mX
j��

kj d
T
k �

� gj��x
�
k�dk � ��

���
k dTk dk � ��

Passing to the limit as k � �� and applying ����� we obtain ����� The proof is complete�

Remark ���� In ��
� the exact penalization technique was employed in order to derive
�rst�order and second�order optimality conditions for a constrained optimization problem�
It was assumed there that the orginal constrained program admits a local exact penalization
at a local solution and the penalty function is a convex composite function� That is� the
local minimizer of the constrained program is also a local minimizer of the convex com�
posite penalty function� Then� from the previously developed �rst�order and second�order
optimality conditions for a local minimizer of a convex composite function� one can obtain
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�rst�order and second�order optimality conditions for a local minimizer of a constrained op�
timization problem� The goal of Propositions ��� and ��� is purely to derive �rst�order and
second�order conditions for local minimizers of problems �P�

y�r� and � �P�
y�r�� respectively� It

is worth noting that we did not assume that �x is feasible to the original constrained pro�
gram �CP�� Moreover� when � � � � �� neither of the generalized augmented Lagrangian
problems �P�

y�r� and � �P�
y�r� is a convex composite optimization problem�

��� Convergence Results

De�nition ���� Consider the constrained program �CP�� Let x� � X�� Suppose that
�fgj�x

�� � j � �� � � � �mg are linearly independent� The �rst�order necessary optimality

condition is that j � j � �� � � � �m such that

�f�x�� �

mX
j��

j � gj�x
�� � �� ����

and the second�order necessary optimality condition is that the �rst�order necessary condi�
tion ���� holds� and for any d � Rn satisfying

�gj�x
��d � �� j � �� � � � �m� ����

we have

dT �� f�x��d�

mX
j��

jd
T �� gj�x

��d � �� ����

Theorem ���� Let the sequence fykg 
 Rm be bounded and � � rk � ��� Let each
x�k � Rn be generated by some method for solving �P�

yk�rk� �or � �P�
yk�rk��� Assume that

there exist m��M � R such that f�x�k� � m�� �k and L��x�k� yk� rk� � M� �k �or
�L��x�k� yk� rk� � M� �k�� Then every limit point x� of fx�kg is feasible to the original
constrained program �CP�� Let x� be a limit point of fx�kg and suppose that f�gj�x

�� �
j � �� � � � �mg are linearly independent� Further assume that each x�k satis�es the necesary
optimality conditions presented in Proposition ��� �or ����� Then x� satis�es the �rst�order
and second�order necessary optimality conditions of �CP��

Proof� We only prove the case of �P�
y�r�� The case of �

�P�
y�r� can be analogously proved�

Without loss of generality� suppose that x�k � x�� Note that L��x�k � yk� rk� � M� �k�
namely�

f�x�k� �
mX
j��

ykj gj�x
�
k� � rk

�
� mX
j��

jgj�x
�
k�j

�
�
�

�M�

Moreover� fykg is bounded and f�x�k� � m�� Consequently� there exists M� � � such that

rk

�
� mX
j��

jgj�x
�
k�j

�
�
�

�M��

Thus� �
� mX
j��

jgj�x
�
k�j

�
�
�

�M�	rk�
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Passing to the limit as k � ��� we see that

gj�x
�� � �� j � �� � � � �m�

Therefore� x� is a feasible solution to �CP�� As each x�k satis�es optimality conditions in
Proposition ���� so there exist kj � j � �� � � � �m such that

�f�xk� �

mX
j��

kj � gj�x
k� � �� ��	�

and for any d � Rn satisfying

�gj�x
k�d � �� j � �� � � � �m� ����

there holds

dT �� f�xk�d�
mX
j��

kj d
T �� gj�x

k�d � �� ����

Arguing as in the proof of Proposition ���� we can prove that each sequence fkj g� j �
�� � � � �m is bounded� Assume without loss of generality that

kj � j � j � �� � � � �m� ����

Taking the limit in ��	� while observing ����� we obtain ����� Now for any d � Rn satisfying
����� since x�k � x� and f�gj�x

�� � j � �� � � � �mg are linearly independent� by Lemma ����
we have fdkg 
 Rn such that dk � d and ����holds with d replaced by dk� Hence� ����
holds with d replaced by dk� That is�

dTk �
� f�xk�dk �

mX
j��

kj d
T
k �

� gj�x
k�dk � �� ����

Taking the limit in ���� as k � ��� we obtain ����� The proof is complete�

Remark ���� The linear independence assumption of fgj�x
��� j � �� � � � �mg is important

to guarantee the correctness of Theorem ���� Otherwise� Theorem ��� may fail�

Example ���� Consider the following constrained program

�CP� min f�x� � x�

s�t� x � R��

g�x� � x� � ��

Let yk � �� �k and � � rk � ��� Consider problem �P �
yk�rk

��

min x� rkx
� s�t� x � R��

Clearly� the optimal solution of �P �
yk�rk� is xk � � �

�rk
� which converges to x� � � as

k � ��� Since �g�xk� � �xk � ��	rk 	� �� the linear independence assumption of
Proposition ��� holds� Moreover� Let k � rk� �k� Then� �f�xk� � k � g�xk� � � and
for any d � R�� dT �� f�xk�d � kdT �� g�xk�d � �rkd

� � �� It is easily checked that all
the other conditions �except the linear independence condition of fg�x��g� of Theorem ���
also hold� However� it is routine to check that x� is not a KKT point of �CP�� i�e�� x� does
not satisfy the �rst�order necessary optimality condition given in De�nition ����
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� Convergence of a Class of Approximate Augmented Lagrangian

Methods

As shown in Section �� the nondi�erentiable generalized augmented Lagrangian methods
�when � � � � �� are convergent� However� the functions L� and �L� are not even locally
Lipschitz when � � � � �� Current algorithms for unconstrained optimization problems
are not applicable to minimize L� and �L�� In this section� we shall smooth L� and �L� by
approximation� We prove that the smooth approximate problems corresponding to L� and
�L� preserve the convergence properties obtained in Section ��

Let � � �k � �� Set

L��x� y� r� �k� � f�x� �

mX
j��

yjgj�x� � r

�
� mX
j��

q
g�j �x� � ��k

�
�
�

� x � Rn�

�L��x� y� r� �k� � f�x� �

mX
j��

yjgj�x� � r

�
� mX
j��

�g�j �x� � ��k�
k

�
�

�

�k

� x � Rn�

Clearly� both L��x� y� r� �k� and �L��x� y� r� �k� are twice continuously di�erentiable�
Consider the following smooth problems�

�P�
y�r��k

� min
x�Rn

L��x� y� r� �k�� ����

and
� �P�

y�r��k� min
x�Rn

�L��x� y� r� �k�� ���

It is routine to derive the next two propositions�

Proposition ���� Suppose that �x is a local minimum of �P�
y�r��k�� Then

�xL
���x� y� r� �k� � �f��x� �

mX
j��

fyj � r�

�
� mX
j��

q
g�j ��x� � ��k

�
�
���

mX
j��

	
g�j ��x� � ��k


����
gj��x�g � gj��x� � �� ����

and

dT ��
x L

���x� y� r� �k�d � dT �� f��x�d�
mX
j��

kj d
T �� gj��x�d

�r��� � ��
mX
j��

�
� mX
j��

q
g�j ��x� � ��k

�
�
��� 	

g�j ��x� � ��k

��

g�j ��x���gj��x�d�
�

�r�
mX
j��

�
� mX
j��

q
g�j ��x� � ��k

�
�
��� 	

g�j ��x� � ��k

����

g�j ��x���gj��x�d�
�

�r�
mX
j��

�
� mX
j��

q
g�j ��x� � ��k

�
�
��� 	

g�j ��x� � ��k

����

��gj��x�d�
� � �� d � Rn ����
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Proposition ���� Suppose that �x is a local minimum of � �P�
y�r��k

�� Then

�x
�L���x� y� r� �k� � �f��x� �

mX
j��

fyj � r�

�
�

mX
j��

�
g�j ��x� � ��k

�k
�
�

�

�k
��

mX
j��

�
g�j ��x� � ��k

�k��
gj��x�g � gj��x� � �� ����

and

dT ��

x
�L���x� y� r� �k�d � dT �� f��x�d�

mX
j��

fyj � r�

�
�

mX
j��

�
g�j ��x� � ��k

�k
�
�

�

�k
��

mX
j��

�
g�j ��x� � ��k

�k��
gj��x�gd

T �� gj��x�d

�fr�	� 
k�

�
�

mX
j��

�
g�j ��x� � ��k

�k
�
�

�

�k
�� �
�

mX
j��

�
g�j ��x� � ��k

�k��
�
�
�

g�j ��x�

�r

�
�

mX
j��

�
g�j ��x� � ��k

�k
�
�

�

�k
��

mX
j��

h

�k � 	�

�
g�j ���x� � ��k

�k��
g�j ��x�

�
�
g�j ���x� � ��k

�k��i
g��gj��x�d�

� � �� d � Rn� ����

Theorem ���� Let the sequence fykg � Rm be bounded� � � rk � �� and � � �k � �� Let
each x�k � Rn be generated by some method for solving �P�

yk�rk��k
� �or � �P�

yk�rk��k
��� Assume

that there exist m��M � R such that f�x�k� � m�� �k and L��x�k � yk� rk � �k� 	M� �k �or
�L��x�k� yk� rk� �k� 	 M� �k�� Then every limit point x� of fx�kg is feasible to the original
constrained program �CP�� Let x� be a limit point of fx�kg and suppose that f�gj�x

�� 
j � 	� � � � �mg are linearly independent� Further assume that each x�k satis�es the necesary
optimality conditions presented in Proposition ��	 �or ��
�� Then x� satis�es the �rst�order
and second�order necessary optimality conditions of �CP��

Proof� The proof is almost the same as that of Theorem ��	 and thus omited�
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