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� Introduction

A generalized semi�in�nite programming �GSIP� problem is a constrained optimization prob�
lem in which the constraints are given by a possibly in�nite index set that depends upon
the decision variable x�

min
x

f�x�

s� t� g�x� u� � �� � u � T �x��
�����

where T �x� � fu � Rr j h�x� u� � �g� Here	 f � Rn � R	 g � Rn�Rr � R	 h � Rn �Rr �
RJ 	 T � Rn � 
R

r

	 and 
R
r

is the set of all subsets in Rr �
When the set�valued mapping T is constant	 the GSIP problem reduces to a standard

semi�in�nite programming problem and will be abbreviated by SIP� Moreover	 if T is a �nite
set	 then SIP reduces to an ordinary nonlinear programming problem�

Recently	 the GSIP problem becomes an active research topic in applied mathematics	
as it arises in various �elds of engineering such as the design problem	 the problem of

�This author�s work was supported in part by a Grant�in�Aid for Scienti�c Research from Japan Society

for the Promotion of Science�
yThis author�s work was supported in part by a Grant�in�Aid for Scienti�c Research from Japan Society

for the Promotion of Science�
zThis author�s work was supported by the Hong Kong Research Grant Council and Australian Research

Council�



��� C� LING� X� CHEN� M� FUKUSHIMA AND L� QI

maneuverability of robots	 and the reverse Chebyshev approximation problem	 see	 e�g�	
��	 	 �
�� The �rst�order and second�order optimality conditions for the GSIP problem are
studied in ��	 ��	 ��	 ���� Some numerical aspects of the GSIP problem are discussed in
��	 ����

Stochastic programming is another important branch of mathematical programming in
which optimal decisions are sought under uncertainty� Modeling the uncertainty by random
objects may lead to diverse stochastic programming problems� Various numerical methods
for solving stochastic programming have been studied extensively	 see ��	 
	 
���

In this paper	 we consider the following stochastic version of the GSIP problem ������

min
x

E��f�x� ���

s� t� g�x� u� �� � ��
u � T �x� ��� � � �� a�s��

���
�

where � is a sample space	 T �x� �� � fu � Rr j h�x� u� �� � �g is a constraint index set
correlated with a decision variable x and a random variable � � �	 the abbreviation a�s�

means that the constraints hold almost surely	 i�e�	 for all � � � except for a set with zero
probability� We assume that f � Rn��� R	 g � Rn�Rr��� R	 h � Rn�Rr��� RJ

are continuous	 T � Rn � � � 
R
r

and � is a compact set in Rs� We call problem ���
�
a stochastic generalized semi�in�nite programming �SGSIP� problem� Obviously	 if � is a
singleton	 then the problem ���
� reduces to an ordinary GSIP problem� For each �xed
� � �	 the problem ���
� is a GSIP problem	 and can be reformulated as

min
x

E��f�x� ���

s� t� v�x� �� � �� � � �� a�s��
�����

where v�x� �� is de�ned as

v�x� �� � sup
u

fg�x� u� �� j u � T �x� ��g�

In this paper	 we apply the expected value approach to the constraints of ����� and propose
a deterministic version of SGSIP problem as follows�

min
x

E��f�x� ���

s� t� E��v�x� ��� � ��
�����

The expected value approach has been studied for stochastic variational inequality problems
by G�urkan	 �Ozge and Robinson ���� The GSIP problem is a hard problem with an in�nite
constraint index set that may vary since it is correlated with decision variable x� Presence
of an additional random variable makes the SGSIP problem even harder to solve than the
GSIP problem�

Recently Stein and Still ���� studied interior point techniques for solving the GSIP prob�
lem� Under the reduction assumption �the LICQ holds	 and both the strict complementary
slackness �SCS� condition and the second�order su�ciency condition are valid�	 Stein and
Still presented a similar algorithm for the GSIP problem and proved the convergence of the
algorithm to Fritz John points and global optimal solutions� The main di�erence between
the present paper and ���� is that here also a deterministic version of a stochastic GSIP
model is presented and that the techniques for the proofs are completely di�erent� More�
over	 our approach does not use the SCS condition �in the parametric programming problem
Q�x� �� de�ned later on��
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The rest of this paper is organized as follows� In Section 
	 we reformulate problem �����
as a mathematical programming problem with complementarity constraints� In Section
�	 we establish some properties of certain parametric smoothing approximations for the
reformulated problem� In Section �	 we present global convergence analysis of a smoothing
implicit programming algorithm for solving the problem with �nite discrete distribution�
Some �nal remarks are given in Section ��

Here are a few words about the notation� We let jj � jj denote the Euclidean norm	 I
and O denote the identity and zero matrix with a suitable dimension	 respectively	 and
U denote the closed unit ball in an Euclidean space with a suitable dimension� Unless
stated otherwise	 throughout this paper	 all vectors �vector functions� are column vectors
�vector functions�� For a di�erentiable vector�valued function F � Rn � Rm	 we denote the
transposed Jacobian of F at x by rF �x�� For u � Rn and v � Rm	 �u� v� denotes the
column vector �uT � vT �T in Rn�m� Let R�

� � fz � R� j z � �g�

� A New Reformulation

In this section	 we present a new reformulation of problem ������ Our main idea is to regard
����� as a two�stage optimization problem and use the �rst order optimality condition of the
second stage optimization problem to deal with the constraints of ������

Assumption A� For any x � Rn and � � �	 g�x� �� �� is twice continuously di�erentiable
and pseudo�concave	 h�x� �� �� is twice continuously di�erentiable and yTh�x� �� �� is quasi�
convex for any y � RJ

��

For any �x� �� � Rn ��	 we de�ne a parametric programming problem

Q�x� �� � max
u

g�x� u� ��

s� t� u � T �x� ���

The �rst�order optimality conditions for problem Q�x� �� are given by

rug�x� u� ���ruh�x� u� ��y � ��
yTh�x� u� �� � ��
h�x� u� �� � ��
y � ��

�
���

De�nition ���� We say that the linear independence constraint quali�cation �LICQ� is
satis�ed at �u for problem Q�x� ��� if the vectors

ruhj�x� �u� ��� j � Ih�x� �u� ��

are linearly independent� where Ih�x� �u� �� is the index set of active constraints

Ih�x� �u� �� � fj j hj�x� �u� �� � �g�

We say that the Mangasarian�Fromovitz constraint quali�cation �MFCQ� �	
� is satis�ed at
�u for problem Q�x� ��� if there exists a vector �� � R

r such that

ruhj�x� �u� ��
T �� � �� j � Ih�x� �u� ���
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Assumption B� For any x � Rn and � � �	 problem Q�x� �� has a unique solution	 which
we denote u�x� ��� Moreover	 the MFCQ is satis�ed at u�x� �� for problem Q�x� ���

Under Assumptions A and B	 we show that problem ����� is equivalent to the following
problem�

�P � min
x

E��f�x� ���

s� t� E��g�x� u�x� ��� ��� � ��

where u�x� ��	 together with a vector y�x� �� � RJ 	 satis�es the following �rst�order opti�
mality conditions for problem Q�x� ���

rug�x� u�x� ��� ���ruh�x� u�x� ��� ��y�x� �� � ��
min�y�x� ����h�x� u�x� ��� ��� � ��

�
���

Lemma ���� Suppose that Assumptions A and B hold� Then� �x is a feasible solution of
problem �	�
� if and only if �x is a feasible solution of problem �P �

Proof� Let �x be a feasible solution of problem �����	 that is	 E��g��x� u��x� ��� ��� � �	 where
u��x� �� is the unique solution of Q��x� ��� By Assumption B	 for every � � �	 there exists
a vector y such that �u��x� ��� y� satis�es the �rst�order optimality conditions of Q��x� �� at
u��x� ��	 which implies that �x is a feasible solution of problem �P �

Conversely	 let �x be a feasible solution of problem �P 	 that is	 there exists a pair �u��x� ��� y�
such that ��x� u��x� ��� y� satis�es the constraints of �P � From Assumption A	 the �rst�order
optimality conditions imply

g��x� u��x� ��� �� � v��x� ���

Hence	 E��v��x� ��� � �	 that is	 �x is a feasible solution of ������ The proof is complete�

From Lemma 
��	 we readily obtain the following theorem� The proof is omitted�

Theorem ���� Suppose that Assumptions A and B hold� Then �x is a global �local� optimal
solution of problem �	�
� if and only if �x is a global �local� optimal solution of problem �P �

� Smoothing Approximation for �P

In this section	 we study a smoothing approach for solving problem �P �
Let � � R� be a smoothing parameter� De�ne a function �� � R

� � R by

���s� t� �
�




�
s� t�

p
�s� t�� � ���

�

which is called the CHKS �Chen�Harker�Kanzow�Smale� smoothing function for the function
min�s� t��

Proposition ���� �		� For any � � R�� we have

�� j���s� t��min�s� t�j � ��

�� ���s� t� � � �	 s � �� t � �� st � ���
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�� ���s� t� is a C� function of �s� t� for a �xed � � ��

Let us de�ne the function � � R� �R
n �Rr �RJ ��� Rr�J by

���� x� u� y� �� �

�
BBB�
rug�x� u� ���ruh�x� u� ��y

���y���h��x� u� ���
���

���yJ ��hJ�x� u� ���

�
CCCA �

Then	 a parametric smooth approximation to problem �P can be formulated as

�P ��� �� � min
x

E� �f�x� ���

s� t� E� �g�x� u��� x� ��� ��� � ��

where �	 � � � are parameters	 and u��� x� ��	 together with a vector y��� x� �� � RJ 	 satis�es

���� x� u��� x� ��� y��� x� ��� �� � ��

We denote the feasible regions of �P ��� �� and �P by F��� �� and �F 	 respectively� It is clear
that if ��� �� � � then �P ��� �� coincides with �P 	 and hence F��� �� is identical to �F � In the
next section	 we will present an algorithm for solving problem �P by solving a sequence of
problems �P ��� ��� In the rest of this section	 we concentrate on establishing some properties
of �P ��� ��� To this end	 we state two lemmas at �rst� Their proofs are omitted since they
can be found in some text books on matrix analysis�

Lemma ���� Let

T �

�
A B

BT C

�
�

where A � Rp�p� B � Rp�q� C � Rq�q � p � q� Then the following two statements are true�
�	� If A is negative semide�nite� C is positive de�nite and the row rank of B is p� then T

is nonsingular�
�� If A is negative de�nite and C is positive de�nite� then T is nonsingular�

Lemma ���� Let

T �

�
� A BC D

BT I � C O

DT O O

�
A �

where A � Rp�p� B � Rp�q� C � Rq�q � D � Rp�s� If A and CT � CTC are negative
de�nite and positive semide�nite� respectively� and the column rank of �B�D� is q � s� then
T is nonsingular�

Using Lemmas ��� and ��
	 we can investigate the nonsingularity of �generalized� Jaco�
bian of � with respect to the variable �u� y�	 which plays an important role in the rest of this
section and the convergence analysis of the algorithm presented in Section �� We �rst recall
the conception of the generalized Jacobian in Clarke�s sense for locally Lipschitz functions
����
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De�nition ���� Suppose F � Rp � Rq is a locally Lipschitz function� The generalized
Jacobian of F at x� denoted by �F �x�� is the convex hull of all q � p matrices W obtained
as the limits of all sequences frF �xk�T g such that xk � x� xk � DF � where DF is the set
of all points at which F is di�erentiable�

Proposition ���� The function � is locally Lipschitz and regular�

Proof� It is similar to ��� Lemma ��	

Proposition ���� Let ��
�� 
x� 
u� 
y� ��� � �� Suppose that


A�
�� � r�
uug�
x� 
u� 
���

JX
j��


yjr�
uuhj�
x� 
u� 
��

is negative de�nite� In addition� suppose that the LICQ is satis�ed at 
u for problem Q�
x� 
��
if 
� � �� Then all matrices in ��u�y���
�� 
x� 
u� 
y� 
�� are nonsingular�

Proof� We only show the conclusion in the case where 
� � �	 The conclusion in the
case where 
� � � can be shown similarly by using Lemma 	�	 We assume without loss of
generality that ��

�
�hj�
x� 
u� 
�� � 
yj � j � �� � � � � J��
�hj�
x� 
u� 
�� � 
yj � j � J� � �� � � � � J��
�hj�
x� 
u� 
�� � 
yj � j � J� � �� � � � � J�

and write ����
���


B� � �ruh��
x� 
u� 
��� � � � �ruhJ��
x� 
u� 
����

B� � �ruhJ����
x� 
u� 
��� � � � �ruhJ��
x� 
u� 
����

B� � �ruhJ����
x� 
u� 
��� � � � �ruhJ�
x� 
u� 
����

C� � diag�
c�� � � � � 
cJ��J� �� � � 
cj � �� j � �� � � � � J� � J��

Then� from the de�nition of the generalized Jacobian� it is not di�cult to obtain� by direct
calculation� that

��u�y����� 
x� 
u� 
y� 
�� �����
���

�
BB�


A � 
B� � 
B� � 
B�

O I O O

� 
C�

BT
� O I � 
C� O

� 
BT
� O O O

�
CCA

���� � � 
cj � ��
j � �� � � � � J� � J�

���	
��

�

It is easy to see that the matrix�
BB�


A � 
B� � 
B� � 
B�

O I O O

� 
C�

BT
� O I � 
C� O

� 
BT
� O O O

�
CCA

is also nonsingular as the matrix�
�


A 
B�

B�


C�

BT
� I � 
C� O


BT
� O O

�
A �
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It is obvious that 
C�� 
CT
�

C� is positive semide�nite� since � � 
cj � � for j � �� � � � � J��J�	

Hence� by the given conditions and Lemma 	�� all matrices in ��u�y����� 
x� 
u� 
y� 
�� are
nonsingular	 The proof is complete	

Remark ���� In ����� the authors proved that Jacobian of the �rst two equalities in �	�
�
with respect to �u� y� is nonsingular under the strict complementarity slackness �SCS� condi�
tion� Note that the SCS condition implies that the problem is smooth at �u� y�� Proposition
� proves the nonsingularity of the generalized Jacobian at �u� y� without the SCS condition�

We now focus our discussion on problem �P where � is a �nite discrete set	 Speci�cally�
let � � f��� ��� � � � � �Lg	 For every �l� l � �� �� � � � � L� we denote

f l��� � f��� �l�� gl��� �� � g��� �� �l�� hl��� �� � h��� �� �l��
Throughout the rest of this paper� we let ul and yl denote the variables u�x� �l� and

y�x� �l� in �P � respectively	 Then� problem �P can be rewritten as

min
x

f�x�

s	 t	 G�x�u� � ��
�	��

where f�x� �
PL

l�� plf
l�x�� G�x�u� �

PL

l�� plg
l�x� ul�� pl � ��

PL

l�� pl � �� and

u �

�
B�

u�
			
uL

�
CA � RrL�

Here ul � Rr � together with a vector yl � RJ � satis�es� rulg
l�x� ul��rulh

l�x� ul�yl � ��
min�yl��hl�x� ul�� � ��

which constitutes the �rst�order optimality conditions for the problem

Ql�x� � max
u

gl�x� u�

s	 t	 hl�x� u� � ��

On the other hand� problem �P ��� �� can be rewritten as

min
x

f�x�

s	 t	 G�x�u��� x�� � ��
�	��

where G�x�u��� x�� �
PL

l�� plg
l�x� ul��� x�� and

u��� x� �

�
B�

u���� x�
			

uL��� x�

�
CA �

Here� ul��� x�� together with yl��� x�� satis�es the system

�l��� x� ul��� x�� yl��� x�� ��

�
BBB�

rulg
l�x� ul��� x�� �rulh

l�x� ul��� x��yl��� x�
����yl��� x�����hl��x� ul��� x���

			
����yl��� x��J ��hlJ�x� ul��� x���

�
CCCA � � �	��
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for l � �� �� � � � � L	 Moreover� we set

y �

�
B�

y�
			
yL

�
CA � RJL

and de�ne a nonlinear operator � � R� �Rn �R�r�J�L � R�r�J�L by

���� x�u�y� �

�
B�

����� x� u�� y��
			

�L��� x� uL� yL�

�
CA � �	���

Proposition ���� Let 
� � R� and ��
�� 
x� �u� �y� � �� Suppose that


Al � r�
ulul

gl�
x� 
ul��
JX

j��

�
yl�jr�
ulul

hlj�
x� 
ul�

is negative de�nite for each l � �� �� � � � � L� and the LICQ is satis�ed at 
ul for problem
Ql�
x�� Then there exist a neighborhood �
� � ��� 
� � ��� � N�
x� of �
�� 
x� and a continuous
function �u��� ���y��� ��� � f�
� � ��� 
� � ��� � R�g � N�
x� � R�r�J�L such that for each
��� x� � f�
�� ��� 
�� ��� �R�g �N�
x��

���� x�u��� x��y��� x�� � �� �	���

Proof� According to the corollary of ��� Theorem �	�	��� it su�ces to check that the pro�
jection ��u�y����
�� 
x� �u� �y� of ���
�� 
x� �u� �y� on the space of the variable �u�y� is comprised
of nonsingular matrices	 We only show the conclusion in the case where 
� � �	 The conclu�
sion in the case where 
� � � can be shown similarly	 By ��� Proposition �	�	� �e�� and the
de�nition of the projection operator� we have

��u�y����
�� 
x� �u� �y� � ��u�y�

�
B�

����
�� 
x� �u� �y�
			

��s�
�� 
x� �u� �y�

�
CA

�

�
B�

��u�y������
�� 
x� �u� �y��
			

��u�y����s�
�� 
x� �u� �y��

�
CA �

�	���

where s � �r � J�L	 Recall that � is regular by Proposition 	�	 It then follows from ���
Proposition �		��� that

��i�
�� 
x� �u� �y� � ����x��i�
�� 
x� �u� �y�� ��u�y��i�
�� 
x� �u� �y�� i � �� � � � � s�

and hence �
B�

��u�y������
�� 
x� �u� �y��
			

��u�y����s�
�� 
x� �u� �y��

�
CA �

�
B�

��u�y����
�� 
x� �u� �y�
			

��u�y��s�
�� 
x� �u� �y�

�
CA � �	��
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On the other hand� from the very special structure of the function ��� we have�
B�

��u�y����
�� 
x� �u� �y�
			

��u�y��s�
�� 
x� �u� �y�

�
CA � ��u�y���
�� 
x� �u� �y��

see ���	 The above formula� together with �	��� and �	��� implies

��u�y����
�� 
x� �u� �y� � ��u�y���
�� 
x� �u� �y��

Hence� we obtain� by Proposition 	� that ��u�y����
�� 
x� �u� �y� is comprised of nonsingular
matrices	 The proof is complete	

Let S denote the set of all points �x�u�y� satisfying ���� x�u�y� � � and G�x�u� � ��
that is�

S ��
n
�x�u�y� � Rn��r�J�L j ���� x�u�y� � �� G�x�u� � �

o
� �	���

Proposition ���� Let �
x� �u� �y� � S� Suppose that for every l � �� �� � � � � L� 
Al is neg�
ative de�nite� and the LICQ is satis�ed at 
ul for problem Ql�
x�� Then� there exist two
positive numbers 
� and 
	 � a neighborhood N�
x� �u� �y� of �
x� �u� �y�� and a continuous func�
tion �u��� ���y��� ��� � ��� 
�� � �xN�
x� �u� �y� � R�r�J�L� such that for any ��� x�u�y� �
��� 
��� �N�
x� �u� �y� � S��

���� x�u��� x��y��� x�� � �

and

jju��� x�� ujj � �
p
LJ
	�� jjy��� x� � yjj � �

p
LJ
	�� �	���

Proof� Firstly� by Proposition 	�� there exist a positive number ��� a neighborhood N�
x�
of 
x and a continuous function �u��� ���y��� ��� � ��� ��� �N�
x� � R�r�J�L� such that for any
��� x� � ��� 
���N�
x��

���� x�u��� x��y��� x�� � �� �	���

Secondly� it is not di�cult to see that ���� x�u�y� is smooth and r�u�y����� x�u�y� is
nonsingular for any � � � and �x�u�y� close enough to �
x� �u� �y�	 We now show that there
exist a neighborhood N�
x� �u� �y� with �xN�
x� �u� �y� 	 N�
x� and a positive number 
� � ��� ���
such that �	��� holds for any ��� x�u�y� � ��� 
�� � �N�
x� �u� �y� � S�	 To this end� we show
that there exist a positive number 
�� a neighborhood N�
x� �u� �y� of �
x� �u� �y� and a positive
constant 
	 such that for any ��� x�u�y� � ��� 
��� �N�
x� �u� �y� � S��

jjr�u�y������ x� �u� �y�
��jj � 
	 � �	���

where � � �� � �� u � �u � u��� x�� which means that every component of �u is in the open
segment connecting the corresponding component of u and u��� x�� and y � �y � y��� x�	
Here� in di�erent rows of r�u�y������ x� �u� �y�� the values of ��� �u and �y may not be the same�
but for the sake of simplicity� they are still written as ��� �u and �y	 Suppose on the contrary
that �	��� does not hold� then there exist a sequence f�kg with �k 
 � and f�xk�uk�yk�g
with �xk�uk�yk�� �
x� �u� �y�� such that

jjr�u�y�����k� x
k � �uk� �yk���jj � � �	���
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for some � � ��k � �k� u
k � �uk � u��k� x

k� and yk � �yk � y��k� x
k�	 Since �u��� ���y��� ���

is a continuous function and �xk�uk�yk� � �
x� �u� �y� and �k 
 �� it follows that ��k � � and
��uk� �yk�� ��u� �y�	 On the other hand� by direct computation� we obtain

r�u�y�����k� x
k� �uk� �yk�T �

�
BBBBB�

�Ak
� � �Bk

�

� �Ck
� � I� �BkT

�
�Ck
� � I

	 	 	
�Ak
L � �Bk

L

� �Ck
L � I� �BkT

L
�Ck
L � I

�
CCCCCA
�

where �Ak
l �

�Bk
l �

�Ck
l � l � �� �� � � � � L� are matrices given by������

�����

�Ak
l � r�

ulul
gl�x

k� �ukl ��
PJ

j����y
k
l �jr�

ulul
hlj�x

k � �ukl ��
�Bk
l � �rulh

l
��x

k � �ukl �� � � � �rulh
l
J�x

k� �ukl ���

�Ck
l � diag��ck��l�� � � � � �c

k
J�l��� �c

k
j �l� �

��ykl �j�hlj�x
k��ukl �p

���yk
l
�j�hl

j
�xk��uk

l
��������

k

�

l � �� �� � � � � L�

Since ��k � � and �xk� �uk� �yk�� �
x� �u� �y�� it follows that

lim
k��

r�u�y�����k� x
k � �uk� �yk�T � ��u�y����� 
x� �u� �y��

By Proposition 	� all matrices in ��u�y����� 
x� �u� �y� are nonsingular	 Hence� there exists a
positive constant 
	 such that

jjr�u�y�����k� x
k� �uk� �yk���jj � 
	 �

for k large enough� which contradicts �	���	 Therefore� �	��� holds	

We assume� without loss of generality� that ��� 
��� �xN�
x� �u� �y� 	 ��� ����N�
x�	 Take
any ��� x�u�y� � ��� 
�� � �N�
x� �u� �y� � S�	 Since ���� x�u�y� � �� we have� by �	��� and
the mean value theorem� that

� � ���� x�u��� x��y��� x�� ����� x�u�y�

� r�u�y������ x� �u� �y�
T

�
u��� x�� u

y��� x� � y


� �

�
BBBBB�

	
�
�

			
	
�
L

�
CCCCCA
�

�	���

where u � �u � u��� x�� y � �y � y��� x�� � � �� � �� 	 is the r�dimensional zero vector and
�
l � ��
l�� � � � �

�
lJ �
T � where

�
lj �
���q

���yl�j � hlj�x� �ul��
� � ����

� j � �� �� � � � � J� l � �� �� � � � � L�

It is clear that � � �
lj � �	 Note that �	��� holds even if the values of ��� �u and �y in di�erent
rows of r�u�y������ x� �u� �y� are di�erent� we have� by �	��� and �	���� that

����
�

u��� x� � u

y��� x� � y

���� � � jjr�u�y������ x� �u� �y�
��jj

�����������

�
BBBBB�

�
�
�

			
�
�
L

�
CCCCCA

�����������
� �

p
LJ
	 ��
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where the last inequality follows from the fact that jj�
ljj � �
p
J for l � �� �� � � � � L	 This

immediately yields the desired result	 The proof is complete	

Proposition ��
� Suppose that there exists a vector �
x� �u� �y� � S such that for every l �
�� �� � � � � L� 
Al is negative de�nite and the LICQ is satis�ed at 
ul for problem Ql�
x�� Then
there exists an 
� � � such that the feasible set F���� �� of problem �P ���� �� is nonempty for
any � � � � 
� and � � ��

Proof� By Proposition 	�� there exist two positive numbers 
� and 
	 and a continuous
function �u��� 
x��y��� 
x�� � ��� 
��� Rr �RJ such that for any � � � � 
��

����� 
x�u���� 
x��y���� 
x�� � � �	���

and

jju���� 
x�� �ujj � �
p
LJ
	���

Hence�

jjul���� 
x�� 
uljj � �
p
LJ
	��� l � �� �� � � � � L� �	���

Since gl�
x� ul� has continuous �rst�derivativesrulg
l�
x� ul� for every l � �� �� � � � � L� it is clear

that gl�
x� ul� is locally Lipschitz with respect to the variable ul	 Therefore� there exists a
positive constant 
M such that for l � �� �� � � � � L�

jgl�
x� ul���� 
x��� gl�
x� 
ul�j � 
M jjul���� 
x�� 
uljj�

which in turn implies

G�
x�u���� 
x�� � G�
x� �u� � 
M
LP
l��

pl jjul���� 
x�� 
uljj
� � 
M

p
LJ
	���

�	���

where the last inequality follows from �	��� and the fact that G�
x� �u� � �	 By �	���� we
can take 
� small enough such that � 
M

p
LJ
	 
� � �	 Hence� for any � � � � 
�� we have

G�
x�u���� 
x�� � ��

This formula� together with �	���� implies 
x � F���� �� for � � � � 
�	 We obtain the desired
result and complete the proof of the proposition	

Assumption C	 For every � � � and l � �� �� � � � � L� there are vectors ul��
�� x� and yl��

�� x�
such that

�l��
�� x� ul��

�� x�� yl��
�� x�� � ��

The vector ul��
�� x� is unique and continuous with respect to x for every l � �� �� � � � � L	

Theorem ���� Suppose that for any x � Rn and every l � �� �� � � � � L� the LICQ is satis�ed
at every ul � Pl�x� for problem Ql�x�� where

Pl�x� �� fu � Rr j � j � f�� �� � � � � Jg s�t� hlj�x� u� � �g�
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Suppose further that there exists a vector �
x� �u� �y� such that the conditions in Proposition
�� hold and the level set

fx � Rn j f�x� � f�
x�g

is bounded� Then� under Assumption C� there exists a positive number 
� such that problem
�P ���� �� is solvable for any � � � � 
��

Proof� Firstly� by Propositions 	�� there exists an 
� � � such that 
x � F���� �� for any
� � � � 
�� which implies F���� �� is nonempty	 Furthermore� we may prove that for any �xed
� � ��� 
��� F���� �� is closed from Assumption C and the given condition that gl��� ��� hl��� ���
l � �� �� � � � � L� are continuous	 In fact� for a sequence of feasible points fxkg 	 F���� �� with
a limit point �x� there exist u���� xk� and y���� xk� such that ����� xk�u���� xk��y���� xk�� � �
and G�xk �u���� xk�� � �	 Since ����� xk�u���� xk��y���� xk�� � �� we have that for every
l � �� �� � � � � L�

� rulg
l�xk � ul��

�� xk���rulh
l�xk � ul��

�� xk��yl��
�� xk� � ��

��� ��yl��
�� xk��j ��hlj�xk� ul���� xk��� � �� j � �� �� � � � � J�

�	��

We claim that fy���� xk�g is bounded	 Otherwise� there exists an index l	 such that
jjyl����� xk�jj � �	 Then� by dividing every equality for index l	 in �	�� by jjyl����� xk�jj
and letting k ��� we obtain

��
�

rul�
hl���x� �ul���yl� � ��

��yl��j � �� hl�j ��x� �ul�� � ��

��yl��jh
l�
j ��x� �ul�� � �� j � �� �� � � � � J�

�	���

where �ul� � ul���
�� �x� and � � �yl� � ���yl���� ��yl���� � � � � ��yl��J �

T � U 	 From the last equality
in �	���� we have ��yl��j � � for all j such that hl�j ��x� �ul�� � �	 Hence� the �rst equality in
�	��� can be rewritten as

X
j�I

hl�
�
x�
ul� �

��yl��jrul�
hl�j ��x� �ul�� � �� �	���

It is clear that the set f��yl��j j j � Ihl� ��x� �ul��g contains a non�zero element and �ul� � Pl���x�	
Hence� by the given condition that the LICQ is satis�ed at �ul� for problem Ql���x�� we deduce
that

rul�
hl�j ��x� �ul��� j � Ihl� ��x� �ul��

are linearly independent	 This contradicts �	���	 Since fy���� xk�g is bounded� without loss
of generality� we assume that y���� xk� � �y	 Since ����� xk�u���� xk��y���� xk�� � � and
G�xk �u���� xk�� � �� letting k � � yields ����� �x�u���� �x�� �y� � � and G��x�u���� �x�� � ��
which implies �x � F���� ��	 Hence� we obtain the desired result from the continuity of f 	
The proof is complete	

� Algorithm and Its Convergence Analysis

In this section� we further consider problem �P in the case where � is a �nite discrete set	
From the discussion in the previous sections� problem ��	�� is equivalent to problem �P 	
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Furthermore� if �P is solvable� then there exists a positive number 
� such that problem
P ���� �� is solvable for any � � � � 
� under suitable conditions	 Since �P ���� �� is a smooth
approximation to the nonsmooth problem �P � we may obtain a solution of problem �P by
solving a sequence of smooth problems �P ���� ��	 Now we present a smoothing implicit
programming approach for solving problem �P �

Algorithm ���� Let f�kg be a sequence of positive numbers such that �k 
 ��
For k � �� �� � � � � �nd a global solution xk of the problem

min
x

f�x�

s� t� G�x�u���k� x�� � �k�
��	���

where u���k� x� � �u���
�
k� x�� � � � � uL��

�
k� x��� together with y��

�
k� x� � �y���

�
k� x�� � � � � yL��

�
k� x���

satis�es the system

�l��
�
k� x� ul��

�
k� x�� yl��

�
k� x�� � �� l � �� �� � � �L� ��	���

Let ukl � ul��
�
k� x

k�� ykl � yl��
�
k� x

k�� l � �� �� � � �L� and

uk �

�
B�

uk�
			
ukL

�
CA � yk �

�
B�

yk�
			
ykL

�
CA �

Note that problem ��	��� is a smooth optimization problem	 Under Assumption C�
Algorithm �	� is well�de�ned	 Now we investigate the limiting behavior of a sequence of
optimal solutions of ��	���	 To this end� we make the following assumption in addition to
Assumption C� throughout the rest of this section	

Assumption D� The sequence f�xk�uk�yk�g generated by Algorithm �	� is convergent to
a point �
x� �u� �y�	

Recall that �F denotes the feasible region of problem �P and the set S is de�ned by �	���	
We de�ne the set�valued mapping S � �F � R�r�J�L by

S�x� ��
n
�u�y� � R�r�J�L j �x�u�y� � S

o
�

De�nition ���� Let 
x � �F and ��u� �y� � S�
x�� We say that the set�valued mapping S is
stable at �
x� �u� �y� if� for any neighborhood N��u� �y� of ��u� �y�� there exists a neighborhood
N�
x� of 
x such that S�x� �N��u� �y� � � for any x � N�
x� � �F �
Theorem ���� Let f�xk�uk�yk�g be a sequence generated by Algorithm ���� Then the limit
point 
x of fxkg lies in �F � Moreover� suppose that for every l � �� �� � � � � L� 
Al is negative
de�nite� and the LICQ is satis�ed at 
ul for problem Ql�
x�� and the set�valued mapping S is
stable at �
x� �u� �y�� Then 
x is a local optimal solution of problem �P �

Proof� First note that

G�xk �uk� � �k�

����k� x
k�uk�yk� � �

hold for all k	 Letting k � �� we have �
x� �u� �y� � S� which implies that 
x is a feasible
solution of �P 	 Moreover� by Proposition 	�� there exist a positive number 
�� a neighbor�
hood N�
x� �u� �y� of �
x� �u� �y�� a continuous function �u��� ���y��� ��� � ��� 
�� � �xN�
x� �u� �y� �
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R�r�J�L� and a positive constant 
	 such that� for any ��k� x�u�y� � ��� 
��� �N�
x� �u� �y��S��
����k� x�u��

�
k� x��y��

�
k � x�� � � ��	���

and

jju���k� x�� ujj � �
p
LJ
	��k� jjy���k � x�� yjj � �

p
LJ
	��k� ��	���

Then� in a similar way to the proof of Proposition 	�� we can show that there exists a
positive constant 
M such that

G�x�u���k � x�� � G�x�u� � 
M jju���k� x�� ujj
� � 
M

p
LJ
	��k � �k�

for all k large enough	 The above discussion shows that there exists a neighborhood N�
x�
of 
x such that for any x � N�
x� � �F � x is a feasible solution of ��	��� whenever k is large
enough� since the set�valued mapping S is stable at �
x� �u� �y� and ��	��� holds at x for k large
enough	 Therefore� for any x � N�
x� � �F � the inequality

f�xk� � f�x�

holds for all k large enough	 Letting k ��� we have

f�
x� � f�x��

which implies that 
x is a local optimal solution of problem �P 	 The proof is complete	

Theorem ���� Let f�xk�uk�yk�g be a sequence generated by Algorithm ���� Suppose that�
for every �x�u�y� � S and every l � �� �� � � � � L� Al is negative de�nite� and the LICQ is
satis�ed at ul for problem Ql�x�� and the set�valued mapping S is stable at every �x�u�y� �
S� Then the limit point 
x of fxkg is a global optimal solution of problem �P �

Proof� Recall that 
x is a feasible solution of �P 	 For an arbitrary positive number �� we
de�ne the set �F� by

�F� �
n
x � �F j jjx� 
xjj � �

o
�

It is clear that �F� is a nonempty compact set	 For any �x � �F�� there exists ��u� �y� such
that ��x� �u� �y� � S	 Since the conditions in Proposition 	� are satis�ed at ��x� �u� �y�� in a
similar way to the proof of Theorem �	�� we can show that there exist a neighborhood
N��x� �u� �y� of ��x� �u� �y�� two positive numbers �� � ����x� and �	 � �	 ��x�� and a continuous
function �u��� ���y��� ��� � ��� ��� � �xN��x� �u� �y� � R�r�J�L such that� for any ��� x�u�y� �
��� ���� �N��x� �u� �y� � S��

����� x�u���� x��y���� x�� � � ��	��

and

G�x�u���� x�� � � �M
p
LJ�	��� ��	��

where �M is given by

�M � maxf �M���x� �u��� � � � � �M
L��x� �uL�g�
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and �M l��x� �ul� is a local Lipschitz constant of the function g
l��x� �� at �ul for each l � �� �� � � � � L	

Moreover� there exists a neighborhood N��x� of �x such that ��	�� and ��	�� hold for any
��� x� � ��� ����N��x�� since the set�valued mapping S is stable at ��x� �u� �y�	 Since the family
of neighborhoods

N � fN��x� j �x � �F�g
is an open covering of �F�� there is a �nite number of neighborhoods� say N�� N�� � � � � Ns�

in N such that fN�� N�� � � � � Nsg constitutes a covering of �F�	 Accordingly� there exist
constants ���� ���� � � � � ��s� �	�� �	�� � � � � �	s and �M�� �M�� � � � � �Ms� respectively	 Thus� by setting

�� � minf���� ���� � � � � ��sg�
	� � maxf�	�� �	�� � � � � �	sg�
M� � maxf �M�� �M�� � � � � �Msg�

we have �k � �� and �M�
p
LJ	��k � � for all k large enough� and hence� for every x � �F��

����k� x�u��
�
k� x��y��

�
k � x�� � �

and

G�x�u���k � x�� � �k�

This shows that for every x � �F�� x is a feasible solution of ��	��� whenever k is large
enough	 Therefore� by using similar arguments to the proof of Theorem �	�� we can show
that 
x is an optimal solution of the problem

min
x

f�x�

s	 t	 x � �F��

Since � is arbitrary� 
x is actually a global optimal solution of �P 	 The proof is complete	

� Final Remarks

In this paper� we have reformulated the SGSIP problem as a nonlinear programming problem
with stochastic complementarity constraints� and established some properties of smoothing
approximations for the reformulated problem	 Furthermore� we have presented a smoothing
implicit programming algorithm �Algorithm �	�� for solving the problem with �nite discrete
distribution	 Unlike other numerical methods for semi�in�nite programming� our approach
does not discretize the index set� but we take advantage of the fact that the lower level
programs can be characterized by its �rst order optimality condition	 Because of the special
structure of � �see �	����� our approach is numerical tractable under some mild assumptions	

To illustrate the assumptions and the theorems in this paper� we consider the following
example	
Example� Let ��

�
gl�x� ul� �

�
�u

T
l Bl�x�ul � Cl�x�

Tul � dl�x��
hlj�x� ul� � pj�l�x�

Tul � qj�l�x��
j � �� �� � � � � J� l � �� �� � � � � L�

where Bl�x� � Rn � Rr�r� l � �� �� � � � � L� are r � r continuous negative de�nite symmetric
matrix�valued functions� Cl�x�� pj�l�x� � Rn � Rr� l � �� �� � � � � L� j � �� �� � � � � J � are
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continuous vector�valued functions� dl�x�� qj�l�x� � Rn � R� l � �� �� � � � � L� j � �� �� � � � � J �
are continuous real�valued functions	 Obviously� Assumption A holds	 It is clear that the
equation �l��

�� x� ul� yl� � � can be written as

�����
����

Bl�x�ul � Cl�x� � Pl�x�yl � ��
��� ��yl����hl��x� ul�� � ��

			
��� ��yl�J ��hlJ�x� ul�� � ��

where Pl�x� � �p��l�x�� � � � � pJ�l�x��	 Furthermore� we obtain

���
��

���
�
�yl����p��l�x�TBl�x�

���Pl�x�yl � Cl�x��� q��l�x�
�
� ��

			
���
�
�yl�J ��pJ�l�x�TBl�x�

���Pl�x�yl � Cl�x�� � qJ�l�x�
�
� ��

��	��

Write

wl�x� �Ml�x�yl � zl�x��

where

Ml�x� � �Pl�x�TBl�x�
��Pl�x�� zl�x� � Pl�x�

TBl�x�
��Cl�x�� ql�x�

and

ql�x� � �q��l�x�� � � � � qJ�l�x��
T �

Then ��	�� can be further rewritten as

�����
����

Ml�x�yl � zl�x�� wl�x� � ��
�����yl��� w

l
��x�� � ��
			

�����yl�J � w
l
J �x�� � ��

We discuss Assumption C in the following two cases	
��� If Pl�x� is nonsingular for any x� then Ml�x� is a positive de�nite matrix	 Hence�

the equation �l��
�� x� ul� yl� � � has a unique solution

�
yl��

�� x� � ��yl��
�� x���� � � � � �yl��

�� x��J �
T �

ul��
�� x� � Bl�x�

���Pl�x�yl��
�� x�� Cl�x���

In particular� if

Pl�x�
TBl�x�

��Pl�x� � diag����l�x�� � � � � �J�l�x���

where �j�l�x� � � for j � �� �� � � � � J � l � �� �� � � � � L� then� for every l � �� �� � � � � L� the
unique solution of equation �l��

�� x� ul� yl� � � is given by

�
yl��

�� x� � ��yl��
�� x���� � � � � �yl��

�� x��J �
T �

ul��
�� x� � Bl�x�

���Pl�x�yl��
�� x�� Cl�x���
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where

�yl��
�� x��j �

�
qj�l�x� �
p
�
qj�l�x��� � ��j�l�x���

��j�l�x�

and


qj�l�x� � q��l�x� � pj�l�x�
TBl�x�

��Cl�x�� l � �� �� � � � � L�

��� In addition� suppose Ml�x� is an R	�matrix if Pl�x� is singular	 Since Ml�x� is a
positive semide�nite matrix� by ���� Corollary 	��� the equation �l��

�� x� ul� yl� � � also has
a unique solution	 On the other hand� it is clear that

Al�x� � r�
ulul

gl�x� ul��
JX

j��

�yl�jr�
ulul

hlj�x� ul� � Bl�x�� l � �� �� � � � � L�

are negative de�nite	 Consequently� by Lemma 	� ���� r�ul�yl��l��
�� x� ul� yl� is nonsingular

for any � � � and �x� ul� yl�	 Furthermore� since �l��
�� x� ul� yl� is continuously di�eren�

tiable with respect to �ul� yl� for any � � �� it follows from the Implicit Function Theorem
��� Theorem �	�	�� that yl��

�� x� and ul��
�� x� are continuously di�erentiable	 Therefore�

Assumption C is satis�ed	 Furthermore� under certain conditions� Assumption B can be
satis�ed	
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