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where z ∈ D. A point u is called a key of T , if for each x ∈ F (T ), x is the gate of
u in Tx. We say that T satisfies the gate condition if T has a key in D. It is clear
that the endpoint condition implies the gate condition but the converse is not true
(see [41]).

Definition 1.1. Let D be a nonempty subset of a CAT(0) space X. A multi-valued
mapping T : D → CB(D) is called

(1) nonexpansive, if

H(Tx, Ty) ≤ d(x, y), for all x, y ∈ D;

(2) quasi-nonexpansive, if p ∈ F (T ) and

H(Tx, Tp) ≤ d(x, p), for all x ∈ D;

(3) nonspreading, if

2H(Tx, Ty)2 ≤ dist(y, Ty)2 + dist(x, Ty)2 for all x, y ∈ D;

(4) k-strictly pseudononspreading if there exists k ∈ [0, 1) such that

(2− k)H(Tx, Ty)2 ≤ kd(x, y)2 + (1− k)dist(y, Tx)2 + (1− k)dist(x, Ty)2

+ kdist(x, Tx)2 + kdist(y, Ty)2, for all x, y ∈ D.

Clearly, every nonspreading multi-valued mapping is 0-strictly pseudononspreading.
It is also clear that if T is k-strictly pseudononspreading and has a fixed point, then
for all x ∈ D and p ∈ F (T ), we have

H(Tx, Tp)2 ≤ d(x, p)2 + kdist(x, Tx)2.

Fixed points theory for multi-valued mappings continues to attract a lot of atten-
tion due to its numerous real world applications in market economy, differential
inclusions, constrained optimization and game theory. They are also preferable in
devising critical points in optimal control problems, energy management problems,
signal processing, image reconstruction and a host of other problems.

Different iteration processes have been developed to approximate fixed points
of multi-valued mappings, some of which require that T has a strict fixed point
(endpoint) or that PT (1.1) satisfies some contractive conditions (see, for example,
[16, 23, 33, 38, 44, 43, 53] and the references therein).

It is worth-mentioning that Tits [47] introduced R-trees in 1977, and Kirk [29]
studied the fixed point of single-valued mappings in R-trees. Since then, fixed point
theorems for various types of single-valued and multi-valued mappings have been
rapidly developed in R-trees, (see [4, 5, 12]). Also keep in mind that the fixed point
theorems in R-trees finds their applications in graph theory, biology and computer
science (see [12, 14, 30]).

An R-tree is an example of a CAT(0) space. More so, a metric space X is a
complete R-tree if and only if X is hyperconvex with unique metric segments, see
[27].

In 2009, Shahzad and Zegeye [42] employed an Ishikawa iteration for quasi-
nonexpansive multi-valued mappings satisfying the endpoint condition in Banach
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spaces and proved a strong convergence result. Later in 2010, Puttasontiphot [39]
obtained a similar result in complete CAT(0) spaces. In 2012, Sumanmit and Pa-
nyanak [41] introduced a condition on multi-valued mappings in R-trees which is
weaker than the endpoint condition and called it a gate condition. They proved a
strong convergence theorem of a modified Ishikawa iteration for quasi-nonexpansive
multi-valued mappings.

In 2015, Phuengrattana [37] introduced a new two-step iterative process for two
k-strictly pseudononspreading multi-valued mappings in R-trees. They proved the
following strong convergence theorems using their proposed iteration to a common
fixed points of two k-strictly pseudononspreading multi-valued mappings in R-trees.

Theorem 1.2. Let D be a nonempty closed convex subset of a complete R-trees
X. Let T1 : D → CB(D) be a k-strictly pseudononspreading multi-valued mapping
and T2 : D → CB(D) be a k-strictly pseudononspreading and L-Lipschitzian multi-
valued mapping and Θ := F (T1) ∩ F (T2) ̸= ∅. Suppose that T1, T2 satisfy the gate
condition, and u1, u2 be keys of T1 and T2, respectively. For x1 ∈ D, the sequence
{xn} generated by

yn = (1− αn)xn ⊕ αnz
(1)
n ,

where z
(1)
n is the gate of u1 ∈ T1xn and

xn+1 = (1− βn)yn ⊕ βnz
(2)
n , for all n ∈ N,

where z
(2)
n is the gate of u2 ∈ T2yn. Let {αn} and {βn} be sequences in [0,1] such

that 0 < a ≤ αn, βn ≤ b < 1− k. If one of the following is satisfied:

(1) T1, T2 satisfy condition (II) (see [37]),

(2) T1 or T2 is hemicompact,

then {xn} converges strongly to an element of Θ.

Let X be a CAT(0) space and C be a convex subset of X. A function f : X →
(−∞,∞] is said to be lower semi-continuous at a point x ∈ X, if

f(x) ≤ lim inf
n→∞

f(xn),

for each sequence {xn} in X such that {xn} converges to x. f is said to be lower
semi-continuous on C if it is lower semi-continuous at any point in C.

For any λ > 0, the resolvent of a lower semi-continuous function f in X is defined
as

Jf
λ (x) = argmin

y∈X

[
f(y) +

1

2λ
d2(y, x)

]
.

It is known from [26] that Jf
λ is well defined and nonexpansive for all λ > 0.

Minimization Problem (MP) has been of great interest in optimization theory,
nonlinear analysis and geometry. The problem is defined as: find x ∈ X such that

f(x) = min
y∈X

f(y).(1.2)
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The solution set of MP is denoted by argmin
y∈X

f(y). It is known that F (Jf
λ ) coincides

with argmin
y∈X

f(y). In 2013, Bačák [11] studied the MP (1.2) in CAT(0) spaces using

the following iterative algorithm. Let x1 ∈ X, then

xn+1 = argmin
y∈X

[
f(y) +

1

2λ
d2(y, xn)

]
,

where λ > 0 for all n ∈ N. He proved that {xn} is ∆-convergent to the minimizer
of f under the conditions that f has a minimizer in X and

∑∞
n=1 λn = ∞.

Suparatulatorn et al. [45] introduced the following modified Halpern iteration
process for nonexpansive mappings in the framework of CAT(0) spaces.

Suppose that u, x1 ∈ X are arbitrary chosen and {xn} is generated in the follow-
ing manner: {

yn = argimy∈X
[
f(y) + 1

2λn
d2(y, xn)

]
;

xn+1 = αnu⊕ (1− αn)Tyn;

for each n ∈ N, where {αn} is a sequence in (0, 1) satisfying

(1) lim
n→∞

αn = 0;

(2)
∞∑
n=1

αn = ∞;

(3)
∞∑
n=1

|αn − αn+1| < ∞;

(4)
∞∑
n=1

|λn − λn+1| < ∞.

Then {xn} strongly converges to z ∈ Γ := F (T )∩argminy∈Xf(y) ̸= ∅, which is the
nearest point of Γ to u.

In 2015, Cholamjiak et al. [17] introduced the following modified proximal point
algorithm involving fixed point iterates for two nonexpansive mappings and prove
that the sequence generated by their iterative process converges to a minimizer of
a convex function and a fixed point problem of two nonexpansive mappings. Let
{xn} be generated in the following manner:

zn = argminy∈X
[
f(y) + 1

2λn
d2(y, xn)

]
;

yn = (1− βn)xn ⊕ βnT1zn;

xn+1 = (1− αn)T1xn ⊕ αnT2yn;

for each n ∈ N. Then, the sequence {xn} △-converges to an element of Ω, where
Ω := F (T1) ∩ F (T2) ∩ argminy∈Xf(y).
Motivated by the results discussed above and the ongoing research in this direction,
we study the notion of gate condition for a finite family of k-strictly pseudonon-
spreading multi-valued mappings. Furthermore, we propose a modified proximal
point algorithm combined with the Halpern iteration process for approximating
a common element of the set of minimizers of a finite family of convex functions



STRICTLY PSEUDONONSPREADING MULTI-VALUED MAPPINGS 167

and common fixed points of a finite family of k-strictly pseudononspreading multi-
valued mappings in Hadamard spaces. We establish a strong convergence result
for approximating the solutions of the aforementioned problem. An application to
finite family of convex feasibility problem and fixed point problem for finite family
of quasi-nonexpansive multi-valued mappings is discussed, and some numerical ex-
amples are displayed to show the implementation of our proposed algorithm. The
result presented in this paper extends and complements many related results in
literature.

In summary, our contributions in this paper are:

• We use the gate condition for our proposed algorithm, which is a much more
weaker condition than the endpoint condition imposed in [24, 3, 39, 42, 53].
Also, our algorithm does not require the compactness condition to converge
strongly unlike the methods in [17, 37] where the compactness condition is
imposed to prove strong convergence result.

• While the authors in [8, 37, 41] considered a common fixed point of two
multi-valued mappings for which the mappings are required to be Lipschitz,
we consider a common fixed point of a finite family of k-strictly pseudonon-
spreading multi-valued mappings without the additional Lipschitz condi-
tions on the mappings.

• We consider a class of mappings that includes the classes of nonexpansive,
nonspreading and quasi-nonexpansive mappings. Thus, making our results
more general than many existing results in literature, (for example, see
[24, 17, 41, 45] and the references).

• We solve the problem: Find x∗ ∈ ∩k
i=1F (Gi) such that

fj(x
∗) = min

y∈X
fj(y), j = 1, 2, . . . ,m.(1.3)

Then, we employ the following modified proximal point iterative algorithm to solve
(1.3) 

wn = γnu⊕ (1− γn)xn;

un = y
(0)
n = ∆m

i=1J
(j)
λn

wn = J
(1)
λn

◦ J (2)
λn

◦ · · · ◦ J (m)
λn

wn;

y
(1)
n = (1− β

(1)
n )un ⊕ β

(1)
n v

(1)
n ;

y
(2)
n = (1− β

(2)
n )y

(1)
n ⊕ β

(2)
n v

(2)
n ;

...

y
(k−1)
n = (1− β

(k−1)
n )y

(k−2)
n ⊕ β

(k−1)
n v

(k−1)
n ;

xn+1 = y
(k)
n = (1− β

(k)
n )y

(k−1)
n ⊕ β

(k)
n v

(k)
n ;

(1.4)

where v
(i)
n is a gate of ai ∈ Giy

(i−1)
n and {βi

n}, {γn} ⊂ (0, 1) for i = 1, 2, . . . , N.

2. Preliminaries

Let X be a metric space and x, y ∈ X. A geodesic from x to y is a map (or a curve) c
from the closed interval [0, d(x, y)] ⊂ R to X such that c(0) = x, c(d(x, y)) = y and
d(c(t), c(t′)) = |t − t′| for all t, t′ ∈ [0, d(x, y)]. The image of c is called a geodesic
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segment joining from x to y. It is denoted by [x, y] whenever it is unique. The
space (X, d) is said to be a geodesic space if every two points of X are joined by
a geodesic, and X is said to be uniquely geodesic if there is exactly one geodesic
joining x and y for each x, y ∈ X. A subset D of a geodesic space X is said to be
convex, if for any two points x, y ∈ D, the geodesic joining x and y is contained in
D, that is, if c : [0, d(x, y)] → X is a geodesic such that x = c(0) and y = c(d(x, y)),
then c(t) ∈ D ∀ t ∈ [0, d(x, y)]. A geodesic triangle ∆(x1, x2, x3) in a geodesic
metric space (X, d) consists of three vertices (points in X) with unparameterized
geodesic segments between each pair of vertices. For any geodesic triangle, there
is a comparison (Alexandrov) triangle ∆̄ ⊂ R2 such that d(xi, xj) = dR2(x̄i, x̄j),
for i, j ∈ {1, 2, 3}. A geodesic space X is a CAT(0) space if the distance between
an arbitrary pair of points on a geodesic triangle ∆ does not exceed the distance
between its corresponding pair of points on its comparison triangle ∆̄. If ∆ and ∆̄
are geodesic and comparison triangles in X respectively, then ∆ is said to satisfy
the CAT(0) inequality for all points x, y of ∆ and x̄, ȳ of ∆̄ if d(x, y) = dR2(x̄, ȳ).
Let x, y, z be points in X and y0 be the midpoint of the segment [y, z], then the
CAT(0) inequality implies

d2(x, y0) ≤
1

2
d2(x, y) +

1

2
d2(x, z)− 1

4
d(y, z).

Berg and Nikolaev [13] introduced the notion of quasi-linearization in a CAT(0)

space as follows: Let a pair (a, b) ∈ X×X denoted by
−→
ab, be called a vector. Then,

the quasilinearization map ⟨., .⟩ : (X ×X)× (X ×X) → R is defined by

⟨
−→
ab,

−→
cd⟩ = 1

2
(d2(a, d) + d2(b, c)− d2(a, c)− d2(b, d)), for all a, b, c, d ∈ X.

It is easy to see that ⟨
−→
ab,

−→
ab⟩ = d2(a, b), ⟨

−→
ba,

−→
cd⟩ = −⟨

−→
ab,

−→
cd⟩, ⟨

−→
ab,

−→
cd⟩ = ⟨−→ae,

−→
cd⟩ +

⟨
−→
eb,

−→
cd⟩ and ⟨

−→
ab,

−→
cd⟩ = ⟨

−→
cd,

−→
ab⟩, for all a, b, c, d, e ∈ X. Furthermore, a geodesic

space X is said to satisfy the Cauchy-Schwartz inequality, if

⟨
−→
ab,

−→
cd⟩ ≤ d(a, b)d(c, d),

for all a, b, c, d ∈ X. It is well known that a geodesically connected space is a
CAT(0) space if and only if it satisfies the Cauchy-Schwartz inequality [20]. Also,
it is known that complete CAT(0) spaces are called Hadamard spaces.
Let {xn} be a bounded sequence in X and r(., {xn}) : X → [0,∞) be a continuous
mapping defined by

r(x, {xn}) = lim sup
n→∞

d(x, xn).

The asymptotic radius of {xn} is given by

r({xn}) : inf{r(x, xn) : x ∈ X},

while the asymptotic center of {xn} is the set

A({xn}) = {x ∈ X : r(x, {xn}) = r({xn})}.

It is well known from [21, 31] that in a complete CAT(0) space X, A({xn}) consists
of exactly one point. A sequence {xn} in X is said to be ∆-convergent to a point
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x ∈ X if A({xnk
}) = {x} for every subsequence {xnk

} of {xn}. In this case, we
write ∆− lim

n→∞
xn = x.

Definition 2.1. Let C be a nonempty closed convex subset of a CAT(0) space X.
The metric projection PC : X → C which assigns to each x ∈ X the unique point
PCx is defined by

d(x, PCx) = inf{d(x, y) : y ∈ C}.

Lemma 2.2. [18] Let C be a nonempty closed convex subset of a CAT(0) space
X, x ∈ X and u ∈ C. Then u = PCx if and only if ⟨−→xu,−→uy⟩ ≤ 0 for all y ∈ C.

Lemma 2.3. [19, 20] Let X be a CAT(0) space. Then for all w, x, y, z ∈ X and all
t ∈ [0, 1], we have

(1) d(tx⊕ (1− t)y, z) ≤ td(x, z) + (1− t)d(y, z),
(2) d2(tx⊕ (1− t)y, z) ≤ td2(x, z) + (1− t)d2(y, z)− t(1− t)d2(x, y),
(3) d2(z, tx⊕ (1− t)y) ≤ t2d2(z, x) + (1− t)2d2(z, y) + 2t(1− t)⟨−→zx,−→zy⟩,
(4) d(tx⊕ (1− t)y, tw ⊕ (1− t)z) ≤ td(x,w) + (1− t)d(y, z).

Lemma 2.4. [35] Let X be a CAT(0) space with a convex metric space and U, V
be bounded gated subsets of X. Then,

d(PU (a), PV (a)) ≤ H(U, V ),

for any a ∈ X, where PU (a), PV (a) are respectively the unique nearest point of a in
U and V .

Lemma 2.5. [25] Let X be a complete CAT(0) space and f : X → (−∞,∞] be a
proper, convex and lower semiontinuous function. Then,

d2(Jf
λx, x) ≤ d2(Jf

µx, x) for 0 < λ < µ and x ∈ X.

Lemma 2.6. [32] Let X be a CAT(0) space and f : X → (−∞,+∞] be a proper
convex and lower semi-continuous function. Then, for all x, y ∈ X and λ > 0, we
have

1

2λ
d2(Jf

λx, y)−
1

2λ
d2(x, y) +

1

2λ
d2(x, Jf

λx) + f(Jf
λx) ≤ f(y).

Lemma 2.7. [20] Every bounded sequence in a complete CAT(0) space has a △-
convergence subsequence.

Definition 2.8. Let C be a nonempty closed and convex subset of a Hadamard
space X. A mapping T : C → C is said to be ∆-demiclosed, if for any bounded
sequence {xn} in X such that ∆- lim

n→∞
xn = x and lim

n→∞
d(xn, Txn) = 0, then x = Tx.

Lemma 2.9. [37] Let C be a nonempty closed and convex subset of a CAT(0)
space. Assume that T : D → CB(D) is a k-strictly pseudononspreading multi-
valued mapping and {xn} is a sequence in C such that xn → x and d(xn, Txn) → 0
as n → ∞, then x ∈ Tx.
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Lemma 2.10. [50] Let {an} be a sequence of non-negative real numbers satisfying

an+1 ≤ (1− αn)an + αnδn, n ≥ 0,

where {αn} is a sequence in (0, 1) and {δn} is a real sequence such that:

(1)
∞∑
n=1

αn = ∞;

(2) lim sup
n→∞

δ ≤ 0 or
∞∑
n=1

|αnδn| < ∞.

Then, lim
n→∞

an = 0.

Lemma 2.11. [34] Let {an} be a sequence of non-negative real numbers such that
there exists a subsequence {nj} of {n} with anj < anj+1 for all j ∈ N. Then there
exists a nondecreasing sequence {mk} ⊂ N such that mk → ∞ and the following
properties are satisfied by all (sufficiently large) numbers k ∈ N:

amk
≤ amk+1 and ak ≤ amk+1.

In fact, mk = max{i ≤ k : ai < ai+1}.

3. Main results

Lemma 3.1. Let X be a complete CAT(0) space and fj : X → (−∞,∞], j =
1, 2, · · · ,m be finite family of proper, convex and lower semi-continuous functions.
For 0 < λ ≤ µ, we have that

F
(
Πm

j=1J
(j)
µ

)
⊆

(
∩m
j=1F

(
J
(j)
λ

))
,

where, Πm
j=1J

(j)
µ = J

(1)
µ ◦ J (2)

µ ◦ · · · ◦ J (m)
µ .

Proof. Let x ∈ F
(
Πm

j=1J
(j)
µ

)
and y ∈

(
∩m
j=1F

(
J
(j)
µ

))
, then we have that

d2(x, y) = d2
(
Πm

j=1J
(j)
µ x,Πm

j=1J
(j)
µ y

)
≤ d2

(
Πm

j=2J
(j)
µ x, y

)
(3.1)

Also, from Lemma 2.6 we have that

1

2µ
d2

(
Πm

j=1J
(j)x, y

)
− 1

2µ
d2

(
Πm

j=2J
(j)
µ x, y

)
+

1

2µ
d2

(
Πm

j=2J
(j)
µ x,Πm

j=1J
(j)
µ x

)
+ f

(
Πm

j=1J
(j)
µ x

)
≤ f(y).

Since f(y) ≤ f
(
Πm

j=1J
(j)x

)
, we obtain from (3.1) that

d2
(
Πm

j=2J
(j)
µ x,Πm

j=1J
(j)
µ x

)
≤ d2

(
Πm

j=2J
(j)
µ x, y

)
− d2

(
Πm

j=1J
(j)
µ x, y

)
...

≤ d2(x, y)− d2
(
Πm

j=1J
(j)
µ x, y

)
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≤ d2
(
Πm

j=1J
(j)
µ x, y

)
− d2

(
Πm

j=1J
(j)
µ x, y

)
,

which implies that

Πm
j=1J

(j)
µ x = Πm

j=2J
(j)
µ x.(3.2)

Similarly, we obtain from Lemma 2.6 and (3.1) that

d2
(
Πm

j=3J
(j)
µ x,Πm

j=2J
(j)
µ x

)
≤ d2

(
Πm

j=3J
(j)
µ x, y

)
− d2

(
Πm

j=2J
(j)
µ x, y

)
...

≤ d2(x, y)− d2
(
Πm

j=2J
(j)
µ x, y

)
≤ d2

(
Πm

j=2J
(j)
µ x, y

)
− d2

(
Πm

j=2J
(j)
µ x, y

)
,

which also implies that

Πm
j=2J

(j)
µ x = Πm

j=3J
(j)
µ x.(3.3)

Continuing in this manner, we obtain that

Πm
j=3J

(j)
µ x = Πm

j=4J
(j)
µ x = · · · = Πm

j=m−1J
(j)
µ x = J (m)

µ x = x.(3.4)

From (3.4), we have

x = J (m)
µ x.(3.5)

From (3.4) and (3.5), we obtain that

x = Πm
j=m−1J

(j)
µ x = J (m−1)

µ J (m)
µ x = J (m−1)

µ x.(3.6)

Continuing in this manner, we get from (3.2)and (3.6) that

x = J (m−2)
µ x = · · · = J (2)

µ x = J (1)
µ x.(3.7)

That is,

J (1)
µ x = J (2)

µ x = · · · = J (m−1)
µ x = J (m)

µ x = x.(3.8)

Now, since 0 < λ ≤ µ, we obtain from Lemma 2.5 and (3.8) that

d2(x, J
(j)
λ x) ≤ d2(x, J (j)

µ x) = 0, j = 1, 2, · · · ,m,

which implies that x ∈ F (J
(j)
λ ), j = 1, 2, · · · ,m. Hence, we conclude that

F
(
Πm

j=1J
(j)
µ

)
⊆

(
∩m
j=1F

(
J
(j)
λ

))
.

□

Theorem 3.2. Let D be a nonempty closed and convex subset of an Hadamard
space X and fj : X → R, j = 1, 2, . . . ,m be a proper convex and lower

semi-continuous function. Let {Gi}ki=1 : X → CB(X) be finite family of ρi−
strictly pseudononspreading multi-valued mappings. Assume that {Gi}ki=1 satisfies
the gate condition with ai, i = 1, 2, . . . , k being the key of Gi and Ω := ∩k

i=1F (Gi) ∩
∩m
j=1argminy∈Xfj(y) ̸= ∅. Let {γn} and {βi

n} be sequences in [0,1] such that the
following assumptions holds:
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(1) 0 < a ≤ βi
n ≤ b < 1− ρi

(2) limn→∞ γn = 0 and
∑∞

n=1 γn = ∞.

Then, for λ > 0 and any given x1, u ∈ X, the sequence {xn} generated by (1.4)
converges strongly to a point x∗ = PΩu, where PΩ is the metric projection of X
onto Ω.

Proof. Let z ∈ Ω, then from Lemma 2.3, (2), Lemma 2.4 and (1.4), we have that

d2(y(1)n , z) ≤ (1− β(1)
n )d2(un, z) + β(1)

n d2(v(1)n , z)− β(1)
n (1− β(1)

n )d2(un, v
(1)
n )

≤ (1− β(1)
n )d2(un, z)

+ β(1)
n d2(PG1un(a1), PG1z(a1))− β(1)

n (1− β(1)
n )d2(un, v

(1)
n )

≤ (1− β(1)
n )d2(un, z)

+ β(1)
n H2(G1un, G1z)− β(1)

n (1− β(1)
n )d2(un, v

(1)
n )

≤ (1− β(1)
n )d2(un, z)

+ β(1)
n

(
d2(un, z) + ρ1dist

2(un, G1un)
)
− β(1)

n (1− β(1)
n )d2(un, v

(1)
n )

= d2(un, z)− β(1)
n (1− ρ1 − β(1)

n )d2(un, v
(1)
n )d2(un, v

(1)
n )

= d2(J
(1)
λn

wn, z)− β(1)
n (1− ρ1 − β(1)

n )d2(un, v
(1)
n )d2(un, v

(1)
n )

≤ d2(J
(2)
λn

wn, z)− β(1)
n (1− ρ1 − β(1)

n )d2(un, v
(1)
n )(3.9)

...

≤ d2(wn, z).(3.10)

Again, by applying (3.9), Lemma 2.3, (2), Lemma 2.4 and (1.4) we have that

d2(y(2)n , z) ≤ (1− β(2)
n )d2(y(1)n , z)

+ β(2)
n d2(v(2)n , z)− β(2)

n (1− β(2)
n )d2(y(1)n , v(2)n )

≤ (1− β(2)
n )d2(y(1)n , z)

+ β(2)
n d2(P

G2y
(1)
n
(a2), PG2z(a2))− β(2)

n (1− β(2)
n )d2(y(1)n , v(2)n )

≤ (1− β(2)
n )d2(y(1)n , z)

+ β(2)
n H2(G2y

(1)
n , G2z)− β(2)

n (1− β(2)
n )d2(y(1)n , v(2)n )

≤ (1− β(2)
n )d2(y(1)n , z)

+ β(2)
n

(
d2(y(1)n , z) + ρ2dist

2(y(1)n , G2y
(1)
n )

)
− β(2)

n (1− β(2)
n )d2(y(1)n , v(2)n )

= d2(y(1)n , z)− β(2)
n (1− ρ2 − β2

n)d
2(y(1)n , v(2)n )

≤ d2(wn, z)− β(1)
n (1− ρ1 − β(1)

n )d2(un, v
(1)
n )

− β(2)
n (1− ρ2 − β(2)

n )d2(y(1)n , v(2)n )(3.11)

≤ d2(wn, z).
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Now, following the same argument as in (3.9) and (3.11), we from (1.4) that

d2(y(k−1)
n , z) ≤ d2(wn, z)− β(1)

n (1− ρ1 − β(1)
n )d2(un, v

(1)
n )

− β(2)
n (1− ρ2 − β(2)

n )d2(y(1)n , v(2)n )

− · · · − β(k−1)
n (1− ρ(k−1) − β(k−1)

n )d2(y(k−2)
n , vk−1

n )(3.12)

≤ d2(wn, z).

From (1.4) and (3.12), we obtain that

d2(xn+1, z) ≤ (1− βk
n)d

2(y(k−1)
n , z) + βk

nd
2(vkn, z)− β(k)

n (1− β(k)
n )d2(y(k−1)

n , vkn)

≤ d2(wn, p)− β(1)
n (1− ρ1 − β(1)

n )d2(un, v
(1)
n )

− β(2)
n (1− ρ2 − β(2)

n )d2(y(1)n , v(2)n )

− · · · − β(k−1)
n (1− ρ(k−1) − β(k−1)

n )d2(y(k−2)
n , vk−1

n )

− β(k)
n (1− ρk − β(k)

n )d2(y(k−1)
n , vkn)(3.13)

≤ d2(wn, z),(3.14)

this implies that

d(xn+1, z) ≤ d(wn, z)

γnd(u, z) + (1− γn)d(xn, z)

≤ max{d(u, z), d(xn, z)}
...

≤ max{d(u, p), d(x1, z)}.

Therefore, {xn} is bounded. Consequently, {un}, {wn} and {yn} are all bounded.
CASE A: Assume that {d2(xn, z)} is monotone decreasing.Then {d2(xn, z)} con-

verges and

d2(xn, z)− d2(xn+1, z) → 0 as n → ∞.

Hence, we have from (3.13) and Lemma 2.3 (3) that

d2(xn+1, z) ≤ γ2nd
2(u, z) + (1− γn)d

2(xn, z) + 2γn(1− γn)⟨−→uz,−−→xnz⟩

− β(1)
n (1− ρ1 − β(1)

n )d2(un, v
(1)
n )− β(2)

n (1− ρ2 − β(2)
n )d2(y(1)n , v(2)n )

− · · · − β(k−1)
n (1− ρ(k−1) − β(k−1)

n )d2(y(k−2)
n , vk−1

n )

− β(k)
n (1− ρk − β(k)

n )d2(y(k−1)
n , vkn),(3.15)

Hence, using conditions (i) and (ii) of (3.2), we obtain that

lim
n→∞

(
d2(un, v

(1)
n ) = d2(y(1)n , v(2)n ) = · · · = d2(y(k−2)

n , v(k−1)
n ) = d2(y(k−1)

n , v(k)n )

)
= 0.

(3.16)

From (1.4), we also have that

d(wn, xn) ≤ γnd(u, xn) → 0, as n → ∞.(3.17)
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On applying Lemma 2.6, we have that

d2(un,∆
m
j=2J

(j)
λn

wn) = d2(∆m
j=1J

(j)
λn

wn,∆
m
j=2J

(j)
λn

wn)

≤ d2(∆m
j=2J

(j)
λn

wn, z)− d2(un, z)

≤ d2(wn, z)− d2(un, z)

≤ d2(wn, z)− d2(y(1)n , z)

≤ d2(wn, z)− d2(y(2)n , z)

...

≤ d2(wn, z)− d2(xn+1, z)

≤ γnd
2(u, z) + (1− γn)d

2(xn, z)− d2(xn+1, z)

+ 2γn(1− γn)⟨−→uz,−−→xnz⟩.(3.18)

Therefore, we have that

lim
n→∞

d(un,∆
m
j=2J

(j)
λn

wn) = 0.(3.19)

From (3.19), we have that

lim
n→∞

(
d(un,∆

m
j=2J

(j)
λn

wn) = d(∆m
j=1J

(j)
λn

wn,∆
m
j=2J

(j)
λn

wn)

)
= 0.(3.20)

By following the same approach as in (3.18)-(3.20), we have that

(3.21)

lim
n→∞

(
d(∆

(j)
j=2wn,∆

m
j=3J

(j)
λn

wn) = d(∆
(j)
j=3wn,∆

m
j=4J

(j)
λn

wn) · · · = d(J
(m)
λn

wn, wn)

)
= 0.

Therefore, we have that

d(un, wn) = d(∆m
j=1J

(j)
λn

wn, wn)

≤ d(∆
(j)
j=2wn,∆

m
j=3J

(j)
λn

wn) + d(∆
(j)
j=3wn,∆

m
j=4J

(j)
λn

wn)

+ · · ·+ d(J
(m)
λn

wn, wn) → 0 as n → ∞.(3.22)

From (3.17) and (3.22), we have that

lim
n→∞

d(un, xn) = 0.(3.23)

Also, from (3.16) and (3.23), we have

lim
n→∞

d(v(1)n , xn) = 0.(3.24)

Using (1.4) and (3.16), we obtain that

d(y(1)n , v(1)n ) ≤ (1− β(1)
n )d(un, v

(1)
n ) → 0, as n → ∞.(3.25)
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We have from (3.24) and (3.25) that

lim
n→∞

d(y(1)n , xn) = 0.(3.26)

Also, from (1.4) and (3.16), we have

d(y(2)n , v(2)n ) ≤ (1− β(2)
n )d(y(1)n , v(2)n ) → 0, as n → ∞.(3.27)

Following the same argument as in (3.27) and applying (3.16), we have

lim
n→∞

(
d(y(3)n , v(3)n ) = d(y(4)n , v(4)n ) = · · · = d(y(k)n , v(k)n )

)
= 0.(3.28)

Using (3.16) and (3.25), we have that

d(v(1)n , v(2)n ) ≤ d(y(1)n , v(2)n ) + d(y(1)n , v(1)n ) → 0, as n → ∞.(3.29)

Continuing the same approach as in (3.29) and applying (3.16) and (3.27), we have
that

lim
n→∞

(
d(v(2)n , v(3)n ) = d(v(3)n , v(4)n ) = · · · = d(v(k−1)

n , v(k)n )

)
= 0.(3.30)

From (3.24) and (3.29), we obtain that

lim
n→∞

d(v(2)n , xn) = 0.(3.31)

Also, on applying (3.16) and (3.31), we have

lim
n→∞

d(y(2)n , xn) = 0.(3.32)

Also, from (3.30) and (3.31), we obtain

lim
n→∞

d(v(3)n , xn) = 0.(3.33)

Using (3.28) and (3.33), we have

lim
n→∞

d(y(3)n , xn) = 0.(3.34)

Following the same process from (3.28)-(3.34), we obtain that

lim
n→∞

(
d(y(4)n , xn) = d(y(5)n , xn) = · · · = d(y(k)n , xn)

)
= 0.(3.35)

We can now conclude from (3.28) and (3.35) that

lim
n→∞

d(v(k)n , xn) = 0.(3.36)

Now, suppose {xn} is bounded, it follows from Lemma 2.7 that there exists a
subsequence {xnk

} of {xn}, such that ∆− limk→∞ xnk
= x∗. It follows from (3.17),

(3.23), (3.35) and Lemma 2.7 that there exists subsequences {wnk
} of {wn}, {unk

}
of {un} and {ynk

} of {yn}, such that ∆ − limwnk
= x∗,∆ − limunk

= x∗ and
∆ − lim ynk

= x∗, respectively. Also, using (3.28) and Lemma 2.9, we have that

x∗ ∈
∩k

i=1 F (Gi). Since J
fj
λn
, j = 1, 2, . . . ,m is nonexpansive, we obtain from (3.22)

and Lemma 2.9 that x∗ ∈
∩m

j=1 F (J
fj
λn
). Therefore, we conclude that x∗ ∈ Ω.
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Next, we show that lim supn→∞⟨−→uz,−−→xnz⟩ ≤ 0. Now, choose a subsequence {xnk
} of

{xn} such that

lim sup
n→∞

⟨−→uz,−−→xnz⟩ = lim
k→∞

⟨−→uz,−−→xnk
z⟩.

Since xnk
⇀ x∗, it follows from Lemma 2.2 that

lim sup
n→∞

⟨−→uz,−−→xnz⟩ = lim
k→∞

⟨−→uz,−−→xnk
z⟩

= ⟨−→uz,
−→
x∗z⟩ ≤ 0.(3.37)

We now prove that {xn} converges strongly to x∗. From (3.15), we obtain that

d2(xn+1, x
∗) ≤ γ2nd

2(u, x∗) + (1− γn)d
2(xn, x

∗) + 2γn(1− γn)⟨
−−→
ux∗,

−−→
xnx

∗⟩

= (1− γn)d
2(xn, x

∗) + γn

(
2(1− γn)⟨

−−→
ux∗,

−−→
xnx

∗⟩+ γnd(u, x
∗)

)
.(3.38)

Using Lemma 2.10 and (3.37) in (3.38), we conclude that d(xn, x
∗) → 0 as n → ∞.

Hence, we have that {xn} converges strongly to x∗ = PΩu.
CASE 2: Assume that {d2(xn, x∗)} is not monotone decreasing. Then, there exists
a subsequence {d2(x∗, xnj )} of {d2(x∗, xn)} such that d2(x∗, xnj ) < d2(x∗, xnj+1) for
all j ∈ N. Hence, by Lemma 2.11, there exists a non-decreasing sequence {mk} ⊂ N
such that mk → ∞ and

d2(x∗, xmk
) ≤ d2(x∗, xmk+1) and d2(x∗, xk) ≤ d2(x∗, xmk+1) for all k ∈ N.(3.39)

Thus, from (3.14), (3.39) and Lemma 2.3, we have

0 ≤ lim
k→∞

(
d2(x∗, xmk+1)− d2(x∗, xmk

)

)
≤ lim sup

n→∞

(
d2(x∗, xn+1)− d2(x∗, xn)

)
≤ lim sup

n→∞

(
d2(x∗, wn)− d2(x∗, xn)

)
≤ lim sup

n→∞

(
(1− γn)d

2(x∗, xn) + γnd
2(x∗, u)− d2(x∗, xn)

)
= lim sup

n→∞

(
γn(d

2(x∗, u)− d2(x∗, xn)

)
= 0,(3.40)

hence, we have that

lim
k→∞

(
d2(x∗, xmk+1)− d2(x∗, xmk

)

)
= 0.(3.41)

Following the same approach as in (3.37), we can prove that

lim
k→∞

(
γmk

d2(x∗, u) + 2(1− γmk
)⟨
−−→
ux∗,

−−−−→
xmk

x∗⟩
)
.(3.42)

More so, using (3.38), we have

d2(x∗, xmk+1) ≤ (1− γmk
)d2(x∗, xmk

)
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+ γmk

(
γmk

d(x∗, u) + 2(1− γmk
)⟨
−−→
ux∗,

−−−−→
xmk

x∗⟩
)
.

Since d2(x∗, xmk
) < d2(x∗, xmk+1), we obtain that

d2(x∗, xmk
) ≤

(
γmk

d2(x∗, u) + 2(1− γmk
)⟨
−−→
ux∗,

−−−−→
xmk

x∗⟩
)
.

Hence, by (3.42), we obtain

d2(x∗, xmk
) = 0.(3.43)

Therefore, we have that lim
k→∞

d2(x∗, xk) = 0 which implies that {xn} converges

strongly to x∗ ∈ Ω. □

We state the consequences of our result as follows:

Corollary 3.3. Let D be a nonempty closed and convex subset of an Hadamard
space X and fj : X → R, j = 1, 2, . . . ,m be a proper convex and lower semi-

continuous function. Let {Gi}ki=1 : X → CB(X) be finite family of quasi-nonexpansive
multi-valued mappings. Assume that {Gi}ki=1 satisfies the gate condition with ai, i =
1, 2, . . . , k being the key of Gi and Ω ̸= ∅. Let {γn} and {βi

n} be sequences in [0,1]
such that the following assumptions holds:

(1) 0 < a ≤ βi
n ≤ b < 1;

(2) lim
n→∞

γn = 0 and
∞∑
n=1

γn = ∞.

Then, for λ > 0 and any given x1, u ∈ X, the sequence {xn} generated by (1.4)
converges strongly to a point x∗ = PΩu, where PΩ is the metric projection of X
onto Ω.

Corollary 3.4. Let D be a nonempty closed and convex subset of a real Hilbert
space H, and fj : X → R, j = 1, 2, . . . ,m be a proper convex and lower semi-

continuous function. Let {Gi}ki=1 : X → CB(X) be finite family of ρi− strictly
pseudononspreading multi-valued mappings. Assume that {Gi}ki=1 satisfies the type-
one (see [1]) condition and Ω ̸= ∅. Let {γn} and {βi

n} be sequences in [0,1] such
that the following assumptions holds:

(1) 0 < a ≤ βi
n ≤ b < 1− ρi;

(2) limn→∞ γn = 0 and
∑∞

n=1 γn = ∞.
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Then, for λ > 0 and any given x1, u ∈ X, the sequence {xn} generated iteratively
by



wn = γnu+ (1− γn)xn;

un = y
(0)
n = ∆m

i=1J
(j)
λn

wn = J
(1)
λn

◦ J (2)
λn

◦ · · · ◦ J (m)
λn

wn;

y
(1)
n = (1− β

(1)
n )un + β

(1)
n v

(1)
n ;

y
(2)
n = (1− β

(2)
n )y

(1)
n + β

(2)
n v

(2)
n ;

...

y
(k−1)
n = (1− β

(k−1)
n )y

(k−2)
n + β

(k−1)
n v

(k−1)
n ;

xn+1 = y
(k)
n = (1− β

(k)
n )y

(k−1)
n + β

(k)
n v

(k)
n ;

(3.44)

where v
(i)
n ∈ Giy

(i−1)
n , then {xn} converges strongly to a point x∗ = PΩu, where PΩ

is the metric projection of X onto Ω.

The result discussed in Corollary 3.4 generalizes the result in [38].

4. Application and Numerical Example

4.1. Convex Feasibility Problem. Let {Dj}mj=1 be a finite family of nonempty,

closed and convex subsets of an Hadamard space X such that ∩m
j=1Dj ̸= ∅. The

Convex Feasibility Problem (CFP) is to find x∗ ∈ ∩m
j=1Dj .

For a nonempty, closed and convex subset D of an Hadamard space X, the
indicator function

iD(x) =

{
0, x ∈ D,

∞, x ∈ X\D,

is proper convex and lower semi-continuous and J iD
λ = PD. Therefore, by letting

fj = iD, (j = 1, 2, . . . ,m), we have the following theorem

Theorem 4.1. Let {Dj}∞j=1 be a finite family of nonempty closed and convex subsets

of an Hadamard space X. Let {Gi}ki=1 : X → CB(X) be finite family of ρi− strictly
pseudononspreading multi-valued mappings. Assume that {Gi}ki=1 satisfies the gate
condition and Ω ̸= ∅. Let {γn} and {βi

n} be sequences in [0,1] such that the following
assumptions holds:

(1) 0 < a ≤ βi
n ≤ b < 1− ρi;

(2) limn→∞ γn = 0 and
∑∞

n=1 γn = ∞.
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Then, for λ > 0 and any given x1, u ∈ X, the sequence {xn} generated iteratively
by 

wn = γnu⊕ (1− γn)xn;

un = y
(0)
n = ∆m

i=1PDwn = P
(1)
D ◦ P (2)

D ◦ · · · ◦ P (m)
D wn;

y
(1)
n = (1− β

(1)
n )un ⊕ β

(1)
n v

(1)
n ;

y
(2)
n = (1− β

(2)
n )y

(1)
n ⊕ β

(2)
n v

(2)
n ;

...

y
(k−1)
n = (1− β

(k−1)
n )y

(k−2)
n ⊕ β

(k−1)
n v

(k−1)
n ;

xn+1 = y
(k)
n = (1− β

(k)
n )y

(k−1)
n ⊕ β

(k)
n v

(k)
n ;

(4.1)

where v
(i)
n ∈ Giy

(i−1)
n , then {xn} converges strongly to a point x∗ = PΩu, where PΩ

is the metric projection of X onto Ω.

4.2. Numerical Example. In this section, we give a numerical example of an
algorithm to illustrate its performance. Let X = R2 be endowed with the Euclidean
norm. For i = 1, 2, let Ti : R2 → R2 be defined by

Tix =
[
0,

x

10i

]
, x ∈ X.

Then Ti is k-strictly pseudononspreading multivalued mapping with k = 0. Now,
define f1 : R2 → R2byf1(x1, x2) = 100((x2 + 1) − (x1 + 1))2 + x21. Then f1 is a
proper convex and lower semicontinuous function in (R2, d) (see [22]). We also
define fj : R2 → R2 by fj(x1, x2) = 70jx21, j = 2, 3. Then fj is a proper convex and
lower semicontinuous function for each j = 2, 3. Let γn = 1

n , β
1
n = 4n+1

100n+9 , β
2
n = n

2n+3

and λn = 2n
n+1 . Hence, for arbitrary x0, x1, u ∈ R2, we have the following algorithm;

wn = u
n ◦ n−1

n xn;

un = y
(0)
n = J1

λn
◦ J2

λn
;

y
(1)
n = 96n+8

100n+9un ◦ 4n+1
100n+9v

1
n;

y2n = n+3
2n+3 ◦ n

2n+3v
2
n.

We test the iterative scheme for the following values of u and x0 : Case I: u =
(0.2, 3)T , x0 = (5, 7)T ,
Case II: u = (−3, 4)T , x0 = (10, 20)T ,
Case III: u = (5, 5)T , x0 = (1, 3)T ,
Case IV: u = (−1, 1)T , x0 = (20, 5)T .
Using ∥xn+1 − xn∥ < 10−4 as stopping criterion, we show that the change in the
initial values does not have significant effect on the performance of the iterative
scheme.

4.3. Conclusion. The concept of end point for the class of multi-valued mappings
have been used extensively both in linear and nonlinear spaces to approximate so-
lutions of fixed point problems. The end point condition has a very strong (strict)
condition which can be dispense with using the gate condition. In this paper, using
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Figure 1. Case I,
Time: 0.0087secs.

Figure 2. Case II:
Time : 0.0032secs.

Figure 3. Case III,
Time: 0.0033secs.

Figure 4. Case IV,
Time: 0.0045secs.
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the concept of gate condition for multi-valued mappings, we introduce a modified
proximal point algorithm combined with a Halpern iteration process for approx-
imating a common element of the set of minimizers of a finite family of convex
functions and common fixed points of a finite family of k-strictly pseudononspread-
ing multi-valued mappings in Hadamard spaces. We prove a strong convergence
result without imposing the strict condition of compactness for solving the afore-
mentioned problem. An application to a finite family of convex feasibility and fixed
point problems for a finite family of quasi-nonexpansive mappings was discussed.
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