
LNALNA ISSN 2188-8167 
2022



128 H. UR REHMAN AND W. KUMAM

(F3) For any sequence {yk} ⊂ ∆ satisfying yk ⇀ y∗, then the following inequality
holds

lim sup
k→+∞

F(yk, y1) ≤ F(y∗, y1), ∀ y1 ∈ ∆;

(F4) F(y1, ·) is convex and subdifferentiable on Ξ for each fixed y1 ∈ Ξ.

The equilibrium problem is of tremendous interest among researchers these days
since it connects numerous mathematical problems, including fixed-point problems,
the vector and scalar minimization problems, variational inequalities, the comple-
mentarity problems, the saddle point problems, the Nash equilibrium problems in
non-cooperative games and the inverse optimization problems (for more details,
see [4, 5, 9, 13, 16]). It also has various applications in economics [8], the dynam-
ics of offer and demand [2] and continues to utilize the theoretical framework of
non-cooperative games and Nash’s equilibrium models [17, 18]. In the literature,
the term “equilibrium problem” in its particular format was initially introduced in
1992 by Muu and Oettli [16] and further studied by Blum and Oettli [5].

The extragradient method developed by Flam et al. [10] and Quoc et al. [21] is
one useful approach. The following is how this approach was constructed. Take an
arbitrary initial points u0 ∈ Ξ; using the current iteration uk, take the next iteration
as continues to follow:

(1.1)


u0 ∈ ∆,
yk = argmin

y∈∆
{κF(uk, y) +

1
2∥uk − y∥2},

uk+1 = argmin
y∈∆

{κF(yk, y) +
1
2∥uk − y∥2},

where 0 < κ < min
{

1
2c1

, 1
2c2

}
and c1, c2 are two Lipschitz-type constants. Due to

Korpelevich’s first contribution in [14] to handle saddle point problems, the iterative
approaches in Flam et al. [10] and Quoc et al. [21] is also recognized as the two-
step extragradient method. This method requires the solution of one optimization
program on ∆ as well as another optimization program on a feasible set, and its
stepsize is fixed.

The primary goal is to present a new explicit-type approach that demonstrates
that the gradient approach still yields a weak convergence sequence when solving
equilibrium problems involving pseudomonotone bifunctions using a nonmonotone
variable stepsize rule. We will present new extragradient-type methods for the
problem (EP) in an infinite-dimensional real Hilbert space, inspired by the work of
Censor et al. [7] and Hieu et al. [12].

Our main contributions to this work, in particular, are as follows:

⋄ We develop a subgradient extragradient approach with a non-monotone vari-
able stepsize rule to solve equilibrium problems in a real Hilbert space and
demonstrate that the resulting sequence is weakly convergent.

⋄ To solve equilibrium problems, we offer another extragradient approach that
leverages a variable nonmonotone stepsize rule that is independent of the
Lipschitz constants.
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⋄ Some conclusions are drawn in order to solve two types of equilibrium prob-
lems in real Hilbert space.

⋄ We present numerical demonstrations of the proposed approaches for veri-
fying theoretical findings and compare them to published results. Our nu-
merical results indicate that the new methods are useful and outperform the
existing ones.

The following is how the paper is organized: Preliminary results were reported in
Section 2. All new methods and their convergence analysis are presented in Section
3. Finally, Section 4 provides numerical findings to explain the practical efficacy of
the proposed methods.

2. Preliminaries

In this section, we will go over some elementary identities as well as key lemmas
and definitions. A metric projection P∆(y1) of y1 ∈ Ξ is defined by: P∆(y1) =
argmin{∥y1 − y2∥ : y2 ∈ ∆}. The key characteristics of projection mapping are

described below.

Lemma 2.1 ([11]). Let P∆ : Ξ → ∆ be a metric projection. Then we have the
following characteristics:

(i)

∥y1 − P∆(y2)∥2 + ∥P∆(y2)− y2∥2 ≤ ∥y1 − y2∥2, y1 ∈ ∆, y2 ∈ Ξ;

(ii) y3 = P∆(y1) if and only if

⟨y1 − y3, y2 − y3⟩ ≤ 0, ∀ y2 ∈ ∆;

(iii)

∥y1 − P∆(y1)∥ ≤ ∥y1 − y2∥, y2 ∈ ∆, y1 ∈ Ξ.

Lemma 2.2 ([11]). For any y1, y2 ∈ Ξ and ℓ ∈ R. Then the following conditions
are met:

(i)

∥ℓy1 + (1− ℓ)y2∥2 = ℓ∥y1∥2 + (1− ℓ)∥y2∥2 − ℓ(1− ℓ)∥y1 − y2∥2.

(ii)

∥y1 + y2∥2 ≤ ∥y1∥2 + 2⟨y2, y1 + y2⟩.

The normal cone of ∆ at y1 ∈ ∆ is defined by

N∆(y1) = {y3 ∈ Ξ : ⟨y3, y2 − y1⟩ ≤ 0, ∀ y2 ∈ ∆}.

Assume that ℧ : ∆ → R is a convex function and subdifferential of ℧ at y1 ∈ ∆
is defined by

∂℧(y1) = {y3 ∈ Ξ : ℧(y2)− ℧(y1) ≥ ⟨y3, y2 − y1⟩, ∀ y2 ∈ ∆}.



130 H. UR REHMAN AND W. KUMAM

Lemma 2.3 ([20]). Let ℧ : ∆ → R be a subdifferentiable, convex and lower semi-
continuous function on ∆. An element u ∈ ∆ is a minimizer of a function ℧ if and
only if

0 ∈ ∂℧(u) +N∆(u),

where ∂℧(u) stands for the sub-differential of ℧ at u ∈ ∆ and N∆(u) the normal
cone of ∆ at u.

Lemma 2.4 ([19]). Let ∆ be a nonempty subset of Ξ and {uk} be a sequence in Ξ
satisfying the two conditions:

(i) for each u ∈ ∆, limk→+∞ ∥uk − u∥ exists;
(ii) each sequentially weak cluster point of {uk} belongs to ∆.

Then, sequence {uk} weakly converges to an element in ∆.

3. Main results

In this section, we introduce a numerical iterative approach for speeding the rate
of convergence of an iterative sequence that contains two strong convex optimiza-
tion problems with a non-monotone stepsize rule. We offer a method for solving
equilibrium problems:

Algorithm 1

STEP 0: Choose κ0 > 0, u0 ∈ Ξ, µ ∈ (0, 1), θ ∈ (0, 2−
√
2). Choose a

non-negative real sequence {pk} such that
∑+∞

k=1 pk < +∞. First, we have to
compute
STEP 1: Compute

yk = argmin
y∈∆

{κkF(uk, y) +
1

2
∥uk − y∥2}.

STEP 2: Given the current iterates uk, yk. Firstly choose ωk ∈ ∂2F(uk, yk)
satisfying uk − κkωk − yk ∈ N∆(yk) and generate a half-space

Ξk = {z ∈ Ξ : ⟨uk − κkωk − yk, z − yk⟩ ≤ 0}.
STEP 3: Compute

uk+1 = argmin
y∈Ξk

{κkF(yk, y) +
1

2
∥uk − y∥2}.

STEP 4: Compute

(3.1) κk+1 =


min

{
κk + pk,

(2−
√
2−θ)µ∥uk−yk∥2+(2−

√
2−θ)µ∥uk+1−yk∥2

2[F(uk,uk+1)−F(uk,yk)−F(yk,uk+1)]

}
if F(uk, uk+1)−F(uk, yk)−F(yk, uk+1) > 0,

κk + pk, otherwise.

STEP 5: If uk = yk, then complete the computation. Otherwise, set k := k + 1
and go back STEP 1.
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Lemma 3.1. A sequence {κk} is converge to κ and min
{ µ(2−

√
2−θ)

max{2c1,2c2} ,κ0

}
≤ κ ≤

κ0 + P , where P =
∑+∞

k=1 φk.

Proof. Assume that F(uk, uk+1)−F(uk, yk)−F(yk, uk+1) > 0 such that

µ(2−
√
2− θ)(∥uk − yk∥2 + ∥uk+1 − yk∥2)

2[F(uk, uk+1)−F(uk, yk)−F(yk, uk+1)]

≥ µ(2−
√
2− θ)(∥uk − yk∥2 + ∥uk+1 − yk∥2)

2[c1∥uk − yk∥2 + c2∥uk+1 − yk∥2]

≥ µ(2−
√
2− θ)

2max{c1, c2}
.(3.2)

Applying mathematical induction on the concept of κk+1, we have

min

{
µ(2−

√
2− θ)

max{2c1, 2c2}
,κ0

}
≤ κk ≤ κ0 + P.

Suppose that [κk+1 − κk]
+ = max

{
0,κk+1 − κk

}
and [κk+1 − κk]

− =

max
{
0,−(κk+1 − κk)

}
. Due to the definition of {κk}, we get

(3.3)
+∞∑
k=1

(κk+1 − κk)
+ =

+∞∑
k=1

max
{
0,κk+1 − κk

}
≤ P < +∞.

That is, the series
∑+∞

k=1(κk+1 −κk)
+ is convergent. The convergence must now be

proven of
∑+∞

k=1(κk+1 − κk)
−. Let

∑+∞
k=1(κk+1 − κk)

− = +∞. Due to the fact that
κk+1 − κk = (κk+1 − κk)

+ − (κk+1 − κk)
−. We could get

(3.4) κk+1 − κ0 =
k∑

k=0

(κk+1 − κk) =
k∑

k=0

(κk+1 − κk)
+ −

k∑
k=0

(κk+1 − κk)
−.

Letting k → +∞ in (3.4), we have κk → −∞ as k → +∞. This is an absurdity.

As a result of the series convergence
∑k

k=0(κk+1 − κk)
+ and

∑k
k=0(κk+1 − κk)

−

taking k → +∞ in (3.4), we obtain limk→+∞ κk = κ. This brings the proof to a
conclusion. □

Lemma 3.2. We can derive the following important inequality using Algorithm 1

κkF(yk, y)− κkF(yk, uk+1) ≥ ⟨uk − uk+1, y − uk+1⟩, ∀ y ∈ Ξk.

Proof. Due to the use of Lemma 2.3, we have

0 ∈ ∂2

{
κkF(yk, ·) +

1

2
∥uk − ·∥2

}
(uk+1) +NΞk

(uk+1).

Thus, υ ∈ ∂F(yk, uk+1) there exists a vector υ ∈ NΞk(uk+1) such that

κkυ + uk+1 − uk + υ = 0.

As a result, we have

⟨uk − uk+1, y − uk+1⟩ = κk⟨υ, y − uk+1⟩+ ⟨υ, y − uk+1⟩, ∀ y ∈ Ξk.
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Since υ ∈ NΞk
(uk+1) we have ⟨υ, y − uk+1⟩ ≤ 0 for all y ∈ Ξk. It implies that

(3.5) ⟨uk − uk+1, y − uk+1⟩ ≤ κk⟨υ, y − uk+1⟩, ∀ y ∈ Ξk.

Since υ ∈ ∂F(yk, uk+1), we have

(3.6) F(yk, y)−F(yk, uk+1) ≥ ⟨υ, y − uk+1⟩, ∀ y ∈ Ξ.

We obtain by combining the formulas (3.5) and (3.6)

κkF(yk, y)− κkF(yk, uk+1) ≥ ⟨uk − uk+1, y − uk+1⟩, ∀ y ∈ Ξk.

□

Lemma 3.3. From Algorithm 1 we also have the following useful inequality

κkF(uk, y)− κkF(uk, yk) ≥ ⟨uk − yk, y − yk⟩, ∀ y ∈ ∆.

Proof. The proof is analogous to the proof of Lemma 3.2. Substituting y = uk+1,
we have

(3.7) κk

{
F(uk, uk+1)−F(uk, yk)

}
≥ ⟨uk − yk, uk+1 − yk⟩.

□

Theorem 3.4. Let {uk} be a sequence constructed by Algorithm 1 and the
items (F1)–(F4) are held. Then, sequence {uk} weakly converges to u∗. Also,
limk→+∞ PSol(F ,∆)(uk) = u∗.

Proof. By substituting y = u∗ into Lemma 3.2, we have

(3.8) κkF(yk, u
∗)− κkF(yk, uk+1) ≥ ⟨uk − uk+1, u

∗ − uk+1⟩.

By the use of condition (F2) we obtain

(3.9) ⟨uk − uk+1, uk+1 − u∗⟩ ≥ κkF(yk, uk+1).

From expression (3.28) we obtain

F(uk, uk+1)−F(uk, yk)−F(yk, uk+1) ≤
(2−

√
2− θ)µ

(
∥uk − yk∥2 + ∥uk+1 − yk∥2

)
2κk+1

,

which after multiplying both sides by κk > 0 implies that

(3.10)

κkF(yk, uk+1) ≥ κkF(uk, uk+1)− κkF(uk, yk)

−
(2−

√
2− θ)κkµ

(
∥uk − yk∥2 + ∥uk+1 − yk∥2

)
2κk+1

.

Combining expressions (3.9) and (3.10) we obtain

(3.11)

⟨uk − uk+1, uk+1 − u∗⟩ ≥ κk{F(uk, uk+1)−F(uk, yk)}

−
(2−

√
2− θ)κkµ

(
∥uk − yk∥2 + ∥uk+1 − yk∥2

)
2κk+1

.

By using expression (3.7), we have

(3.12) κk

{
F(uk, uk+1)−F(uk, yk)

}
≥ ⟨uk − yk, uk+1 − yk⟩.
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Combining expressions (3.11) and (3.12) we have

(3.13)

⟨uk − uk+1, uk+1 − u∗⟩ ≥ ⟨uk − yk, uk+1 − yk⟩

−
(2−

√
2− θ)κkµ

(
∥uk − yk∥2 + ∥uk+1 − yk∥2

)
2κk+1

.

The following facts are available to us:

2⟨uk − uk+1, uk+1 − u∗⟩ = ∥uk − u∗∥2 − ∥uk+1 − uk∥2 − ∥uk+1 − u∗∥2,

2⟨yk − uk, yk − uk+1⟩ = ∥uk − yk∥2 + ∥uk+1 − yk∥2 − ∥uk − uk+1∥2.
As a result, we have

(3.14)

∥uk+1 − u∗∥2 ≤ ∥uk − u∗∥2 − ∥uk − yk∥2 − ∥uk+1 − yk∥2

+
(2−

√
2− θ)κkµ

(
∥uk − yk∥2 + ∥uk+1 − yk∥2

)
κk+1

.

Due to κk → κ, there exists a fixed natural number k1 ∈ N such that

lim
k→+∞

µκk

κk+1
≤ 1.

Thus, we have

(3.15)
∥uk+1 − u∗∥2 ≤ ∥uk − u∗∥2 − ∥uk − yk∥2 − ∥uk+1 − yk∥2

+ (2−
√
2− θ)

(
∥uk − yk∥2 + ∥uk+1 − yk∥2

)
.

Furthermore, it implies that

(3.16)
∥uk+1 − u∗∥2 ≤ ∥uk − u∗∥2 − (

√
2− 1)∥uk − yk∥2 − (

√
2− 1)∥uk+1 − yk∥2

− θ
(
∥uk − yk∥2 + ∥uk+1 − yk∥2

)
.

From expression (3.16), we obtain

(3.17) ∥uk+1 − u∗∥2 ≤ ∥uk − u∗∥2, ∀ k ≥ k1.

Therefore, we deduce that the sequence {uk} is bounded. Let m ≥ k1 and take eq.
(3.16) for k1, k1 + 1, · · · ,m. Summing up them, we obtain

∥um+1 − u∗∥2 ≤ ∥uk1 − u∗∥2 −
m∑

k=k1

(
√
2− 1)∥uk − yk∥2

−
m∑

k=k1

(
√
2− 1)∥uk+1 − yk∥2

≤ ∥uk1 − u∗∥2.(3.18)

Letting k → +∞ in (3.18), we obtain

(3.19)
+∞∑
k=1

∥uk − yk∥2 < +∞ =⇒ lim
k→+∞

∥uk − yk∥ = 0,
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and

(3.20)

+∞∑
k=1

∥uk+1 − yk∥2 < +∞ =⇒ lim
k→+∞

∥uk+1 − yk∥ = 0.

Due to the equations (3.19), (3.20) and using Cauchy inequality, we obtain

(3.21) lim
k→+∞

∥uk+1 − uk∥ =⇒ 0.

Next, consider that û is a weak limit point of {uk}, i.e., a subsequence, represented
by {ukk} of {uk} converges weakly to û. Then, {ykk} is also weakly converges to û
and û ∈ ∆. From (3.10), the definition of κk+1 and inequality (3.13), we have

κkkF(ykk , y) ≥ κkkF(ykk , ukk+1) + ⟨ukk − ukk+1, y − ukk+1⟩

≥ κkkF(ukk , ukk+1
)− κkkF(ukk , ykk)−

µκkk

2κkk+1
∥ukk − ykk∥

2

− µκkk

2κkk+1
∥ykk − ukk+1∥2 + ⟨ukk − ukk+1, y − ukk+1⟩

≥ ⟨ukk − ykk , ukk+1 − ykk⟩ −
µκkk

2κkk+1
∥ukk − ykk∥

2

− µκkk

2κkk+1
∥ykk − ukk+1∥2 + ⟨ukk − ukk+1, y − ukk+1⟩,(3.22)

where y ∈ Ξk. It pursue from (3.19), (3.20), (3.21) and due to boundedness of {uk}
provides that the right-hand side of above relation converge to zero. Using κkk > 0,
condition (F3) and ykk ⇀ û, we obtain

0 ≤ lim sup
k→+∞

F(ykk , y) ≤ F(û, y), ∀ y ∈ ∆.

Due to ∆ ⊂ Ξk implies that û ∈ ∆ and F(û, y) ≥ 0, for all y ∈ ∆. It proves that
û ∈ Sol(F ,∆). Therefore, Lemma 2.4, guarantee that {uk} and {yk} converges
weakly to u∗ as k → +∞.

The final step is to demonstrate that limk→+∞ PSol(F ,∆)(uk) = u∗. Let ℑk :=
PSol(F ,∆)(uk) be defined for each k ∈ ℸ. Consider the following example to demon-
strate the boundedness of the ℑk such that

(3.23) ∥ℑk∥ ≤ ∥ℑk − uk∥+ ∥uk∥ ≤ ∥u∗ − uk∥+ ∥uk∥.

As a result, {ℑk} is bounded sequence. We write (3.16) for k ≥ 1. We have

(3.24) ∥uk+1 −ℑk+1∥2 ≤ ∥uk+1 −ℑk∥2 ≤ ∥uk −ℑk∥2, ∀ k ≥ k1.

The formula above suggests that the sequence ∥uk − ℑk∥ is convergent. We can
write m > k ≥ k1 using (3.16) for

(3.25) ∥ℑk − um∥2 ≤ ∥ℑk − um−1∥2 ≤ · · · ≤ ∥ℑk − uk∥2.

Allow ℑm,ℑk ∈ Sol(F ,∆), and Lemma 2.1 (i) with (3.25) that m > k ≥ k1, we
have

(3.26) ∥ℑk −ℑm∥2 ≤ ∥ℑk − um∥2 − ∥ℑm − um∥2 ≤ ∥ℑk − uk∥2 − ∥ℑm − um∥2.
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The occurrence of limk→+∞ ∥ℑk − uk∥ implies that limm,k→+∞ ∥ℑk −ℑm∥ = 0, for
all m > k. The solution set Sol(F ,∆) is closed set and {ℑk} is a Cauchy sequence.

Thus, {ℑk} → Π̂ ∈ Sol(F ,∆). From Lemma 2.1 (ii) and u∗, Π̂ ∈ Sol(F ,∆),

(3.27) ⟨uk −ℑk, u
∗ −ℑk⟩ ≤ 0.

Since ℑk → Π̂ and uk ⇀ u∗, imply ⟨u∗ − Π̂, u∗ − Π̂⟩ ≤ 0, that gives u∗ = Π̂ =
limk→+∞ PSol(F ,∆)(uk). Next, ∥uk − yk∥ → 0, implies limk→+∞ PSol(F ,∆)(yk) = u∗.
The proof of the theorem is now complete. □

We now provide an iterative method that consists of a non-monotone variable
stepsize rule and two strongly convex minimization problems. The description of
the second main result is as follows.

Algorithm 2

STEP 0: Choose κ0 > 0, u0 ∈ Ξ, µ ∈ (0, 1), θ ∈ (0, 2−
√
2). Choose a

non-negative real sequence {pk} such that
∑+∞

k=1 pk < +∞. First, we have to
compute
STEP 1: Compute

yk = argmin
y∈∆

{κkF(uk, y) +
1

2
∥uk − y∥2}.

STEP 2: Compute

uk+1 = argmin
y∈∆

{κkF(yk, y) +
1

2
∥uk − y∥2}.

STEP 3: Compute

(3.28) κk+1 =


min

{
κk + pk,

(2−
√
2−θ)µ∥uk−yk∥2+(2−

√
2−θ)µ∥uk+1−yk∥2

2[F(uk,uk+1)−F(uk,yk)−F(yk,uk+1)]

}
if F(uk, uk+1)−F(uk, yk)−F(yk, uk+1) > 0,

κk + pk, otherwise.

STEP 4: If uk = yk, then complete the computation. Otherwise, set k := k + 1
and go back STEP 1.

In this part, we use the results from our primary results to solve variational
inequalities and fixed point problems. The expressions (3.29) and (3.31) are used
to get the following results. More precisely, we consider two applications for the
problem (EP). (i) A variational inequality problem for an operator M : ∆ → Ξ is
stated as follows: Find u∗ ∈ ∆ such that

(VIP)
⟨
M(u∗), y1 − u∗

⟩
≥ 0, ∀ y1 ∈ ∆.

Let us define a bifunction F as

(3.29) F(y1, y2) :=
⟨
M(y1), y2 − y1

⟩
, ∀ y1, y2 ∈ ∆.
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Then, the equilibrium problem convert into the problem of variational inequalities
defined in (VIP) and Lipschitz constants of the mapping M is L = 2c1 = 2c2. (ii)
Let a mapping N : ∆ → ∆ is said to κ-strict pseudocontraction [6] if there exists a
constant κ ∈ (0, 1) such that

(3.30) ∥N y1 −N y2∥2 ≤ ∥y1 − y2∥2 + κ∥(y1 −N y1)− (y2 −N y2)∥2, ∀ y1, y2 ∈ ∆.

A fixed point problem (FPP) for N : ∆ → ∆ is to find u∗ ∈ ∆ such thatN (u∗) = u∗.
Let us define a bifunction F as

(3.31) F(y1, y2) = ⟨y1 −N y1, y2 − y1⟩, ∀ y1, y2 ∈ ∆.

It can be easily seen in [22] that the expression (3.31) satisfies the conditions F1-F5
as well as the value of Lipschitz constants are c1 = c2 =

3−2κ
2−2κ .

Corollary 3.5. Assume that M : ∆ → Ξ is a pseudomonotone, weakly continuous
and L-Lipschitz continuous operator and the solution set Sol(M,∆) ̸= ∅. Choose
κ0 > 0, u0 ∈ Ξ, µ ∈ (0, 1), θ ∈ (0, 2 −

√
2). Choose a non-negative real sequence

{pk} such that
∑+∞

k=1 pk < +∞. First, we have to compute

yk = P∆(uk − κkM(uk)).

Given uk, yk, and construct a half-space

Ξk = {z ∈ Ξ : ⟨uk − κkM(uk)− yk, z − yk⟩ ≤ 0} for each k ≥ 0.

Compute

uk+1 = PΞk
(uk − κkM(yk)).

The stepsize must be modified as follows:

κk+1 =


min

{
κk,

(2−
√
2−θ)µ∥uk−yk∥2+(2−

√
2−θ)µ∥uk+1−yk∥2

2
⟨
M(uk)−M(yk), uk+1−yk

⟩ }
if

⟨
M(uk)−M(yk), uk+1 − yk

⟩
> 0,

κk, otherwise.

Then, the sequences {uk} converge weakly to u∗ ∈ Sol(M,∆).

Corollary 3.6. Assume that M : ∆ → Ξ is a pseudomonotone, weakly continuous
and L-Lipschitz continuous operator and the solution set Sol(M,∆) ̸= ∅. Choose
κ0 > 0, u0 ∈ Ξ, µ ∈ (0, 1), θ ∈ (0, 2 −

√
2). Choose a non-negative real sequence

{pk} such that
∑+∞

k=1 pk < +∞. First, we have to compute

yk = P∆(uk − κkM(uk)).

Compute

uk+1 = P∆(uk − κkM(yk)).

The stepsize must be modified as follows:

κk+1 =


min

{
κk,

(2−
√
2−θ)µ∥uk−yk∥2+(2−

√
2−θ)µ∥uk+1−yk∥2

2
⟨
M(uk)−M(yk), uk+1−yk

⟩ }
if

⟨
M(uk)−M(yk), uk+1 − yk

⟩
> 0,

κk, otherwise.
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Then, the sequences {uk} converge weakly to u∗ ∈ Sol(M,∆).

Corollary 3.7. Assume that N : ∆ → Ξ is a pseudomonotone, weakly continuous
and L-Lipschitz continuous operator and the solution set Sol(N ,∆) ̸= ∅. Choose
κ0 > 0, u0 ∈ Ξ, µ ∈ (0, 1), θ ∈ (0, 2 −

√
2). Choose a non-negative real sequence

{pk} such that
∑+∞

k=1 pk < +∞. First, we have to compute

yk = P∆

[
uk − κk(uk −N (uk))

]
.

Given uk, yk, and construct a half-space

Ξk = {z ∈ E : ⟨(1− κk)uk + κkN (uk)− yk, z − yk⟩ ≤ 0}.

Compute

uk+1 = PΞk

[
uk − κk(yk −N (yk))

]
.

The stepsize rule for the following iteration is assessed as follows:

κk+1 =


min

{
κk,

(2−
√
2−θ)µ∥uk−yk∥2+(2−

√
2−θ)µ∥uk+1−yk∥2

2
⟨
(uk−yk)−[N (uk)−N (yk)], uk+1−yk

⟩ }
if

⟨
(uk − yk)− [N (uk)−N (yk)], uk+1 − yk

⟩
> 0,

κk otherwise.

Then, the sequence {uk} converges weakly to u∗ ∈ Sol(N ,∆).

Corollary 3.8. Assume that N : ∆ → Ξ is a pseudomonotone, weakly continuous
and L-Lipschitz continuous operator and the solution set Sol(N ,∆) ̸= ∅. Choose
κ0 > 0, u0 ∈ Ξ, µ ∈ (0, 1), θ ∈ (0, 2 −

√
2). Choose a non-negative real sequence

{pk} such that
∑+∞

k=1 pk < +∞. First, we have to compute

yk = P∆

[
uk − κk(uk −N (uk))

]
.

Compute

uk+1 = PΞk

[
uk − κk(yk −N (yk))

]
.

The stepsize rule for the following iteration is assessed as follows:

κk+1 =


min

{
κk,

(2−
√
2−θ)µ∥uk−yk∥2+(2−

√
2−θ)µ∥uk+1−yk∥2

2
⟨
(uk−yk)−[N (uk)−N (yk)], uk+1−yk

⟩ }
if

⟨
(uk − yk)− [N (uk)−N (yk)], uk+1 − yk

⟩
> 0,

κk otherwise.
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Then, the sequence {uk} converges weakly to u∗ ∈ Sol(N ,∆).

4. Numerical illustrations

This section details a number of numerical experiments that were carried out
to illustrate the efficacy of the suggested methodologies. Some of these numerical
experiments give a comprehensive grasp of how to choose appropriate control set-
tings. Some of them show how the suggested strategies outperform current ones in
the literature.

Example 4.1. The first test problem here is drawn from the Nash-Cournot Oligopolis-
tic Equilibrium model in [21]. In this example, the bifunction F can be defined as
follows:

F(u, y) = ⟨Pu+Qy + c, y − u⟩

where c ∈ RM and P , Q matrices of order M. The matrix P is symmetric posi-
tive semi-definite and the matrix Q − P is symmetric negative semi-definite with
Lipschitz-like criteria c1 = c2 =

1
2∥P −Q∥ (see [21] for more details).

Experiment 1: In first experiment, we look at Example 4.1 to examine how Algo-
rithm 1 performs numerically when alternative control sequence µ options are used.
This experiment assisted us in determining the best potential control parameter µ.
The starting points for these numerical studies are u0 = (1, 1, · · · , 1), M = 5 and
error term Dk = ∥uk − yk∥. Two matrices P,Q and vector c are defined by

P =


3.1 2 0 0 0
2 3.6 0 0 0
0 0 3.5 2 0
0 0 2 3.3 0
0 0 0 0 3

 Q =


1.6 1 0 0 0
1 1.6 0 0 0
0 0 1.5 1 0
0 0 1 1.5 0
0 0 0 0 2

 c =


1
−2
−1
2
−1

 .

The constraint set ∆ ⊂ RM is considered as ∆ := {u ∈ RM : −2 ≤ ui ≤ 5}.
Figures 1-2 demonstrate a variety of outcomes for first 50 iterations. The following
information about control settings should be considered: (i) Algorithm 1 (shortly,
MEgA): κ0 =

1
2c , θ = 0.050, pk = 100

(k+1)2
.
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Fig. 1. Computational behavior of Algorithm 1 using different val-
ues of µ = 0.182, 0.393, 0.593, 0.754, 0.988, respectively.
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Fig. 2. Computational behavior of Algorithm 1 using different val-
ues of µ = 0.182, 0.393, 0.593, 0.754, 0.988, respectively.

In second experiment, we look at Example 4.1 to examine how Algorithm 1
performs numerically when alternative control sequence θ options are used. This
experiment assisted us in determining the best potential control parameter θ. The
starting points for these numerical studies are u0 = (1, 1, · · · , 1), M = 5 and error
term Dk = ∥uk−yk∥. Figures 3-4 shown a number of results by using a fixed number
of iterations. Information concerning the control parameters shall be considered as
follows: (i) Algorithm 1 (shortly, MEgA): κ0 =

1
2c , µ = 0.55, pk = 100

(k+1)2
.
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Fig. 3. Computational behavior of Algorithm 1 using different val-
ues of θ = 0.54, 0.46, 0.33, 0.18, 0.05, respectively.
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Fig. 4. Computational behavior of Algorithm 1 using different val-
ues of θ = 0.54, 0.46, 0.33, 0.18, 0.05, respectively.

In the third experiment, we consider Example 4.1 to see the numerical com-
parison of Algorithm 1 with Algorithm 3.1 in [23]. For these numerical studies,
starting points are u0 = (1, 1, · · · , 1) and error term Dk = ∥uk − yk∥. Figures 5-6
shown a number of results for first 50 iterations. Information regarding the con-
trol parameters shall be considered as follows: (i) Algorithm 1 (shortly, MEgA):
κ0 = 0.275, µ = 0.55, θ = 0.05, pk = 100

(k+1)2
; (ii) Algorithm 1 in [12] (shortly, EgA):

κ0 = 0.275, µ = 0.55; (iii) Algorithm 2a in [21] (shortly, EEgA): α = 0.5; θ =
0.5; ρ = 1; (iv) Algorithm 1 in [1] (shortly, LEgA): κn = 1

n , α = 0.5; θ = 0.5; ρ = 1.
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Fig. 5. Computational behavior of Algorithm 1 in comparison with
other existing algorithms.
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Fig. 6. Computational behavior of Algorithm 1 in comparison with
other existing algorithms.

Example 4.2. Assume that an operator G : R2 → R2 is specified as follows:

G(u) =
(
0.5u1u2 − 2u2 − 107

−4u1 − 0.1u22 − 107

)
where

∆ = {u ∈ R2 : (u1 − 2)2 + (u2 − 2)2 ≤ 1}.
It is indeed clear that G is Lipschitz continuous with L = 5 and pseudomonotone.
By defining the bifunction as F(u, y) = ⟨G(u), y − u⟩ and c1 = c2 = 5

2 . Figures
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7-10 and Table 1 shown a number of results. Information regarding the control
parameters shall be considered as follows: (i) Algorithm 1 (shortly, MEgA): κ0 =
0.275, µ = 0.55, θ = 0.05, pk = 100

(k+1)2
; (ii) Algorithm 1 in [12] (shortly, EgA): κ0 =

0.275, µ = 0.55; (iii) Algorithm 2a in [21] (shortly, EEgA): α = 0.5; θ = 0.5; ρ = 1;
(iv) Algorithm 1 in [1] (shortly, LEgA): κn = 1

n , α = 0.5; θ = 0.5; ρ = 1.

Table 1. Numerical results values for Figures 7–10.

Number of Iterations

u0 Algorithm 1 Algorithm 3.1 in [23] Algorithm 1 Algorithm 1

(1.5; 1.7)T 25 20 13 8

(2.0; 3.0)T 26 21 13 8

(1.0; 2.0)T 26 22 14 8

(2.7; 2.6)T 18 14 10 7

Fig. 7. Computational comparison of Algorithm 1 with u0 =
(1.5; 1.7)T .
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Fig. 8. Computational comparison of Algorithm 1 with u0 =
(2.0; 3.0)T .

Fig. 9. Computational comparison of Algorithm 1 with u0 =
(1.0; 2.0)T .

Fig. 10. Computational comparison of Algorithm 1 with u0 =
(2.7; 2.6)T .
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