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model, introduced by Ramsey [21] and improved by Cass [3] and Koopmans [16],
can be made into a “reduced form” that was treated by Boldrin and Montrucchio [1],
but the converse is not true. Thus, Boldrin-Montrucchio’s theorem does not imply
the existence of a Ramsey-Cass-Koopmans model that produces chaos. Hosoya [8]
presented a method of fully characterizing the class of policy functions that can
be derived from a Ramsey-Cass-Koopmans model and calculating the objective
function backwards from the policy function. This is an example of an inverse
problem that requires a “form”.

A more extreme example is the integrability problem in consumer theory. The
purpose of this problem is to calculate the consumer’s preference backwards from
his/her behavior, and the “uniqueness” of the corresponding objective function is
thus needed. Mas-Colell [17] gave a classical result for this uniqueness requirement,
and this result has recently been extended by Hosoya [11]. The existence and
uniqueness of the objective function have been treated simultaneously by Hosoya
[7, 9].

The present paper deals with a branch of consumer theory called revealed pref-
erence theory. This is a research area that asks whether a candidate of the solu-
tion function for the consumer’s behavior can actually be represented as a solution
function for the consumer’s optimization problem. The weak axiom of revealed
preference proposed by Samuelson [23] is a straightforward necessary condition for
a candidate of a solution function to be a solution function. However, Gale [5]
showed that it is not sufficient. Houthakker [12] developed the strong axiom of
revealed preference based on the idea of the Euler approximation of differential
equations, and Richter [22] proved that this axiom is an appropriate necessary and
sufficient condition for the present problem.

Meanwhile, consumer theory is a part of general equilibrium theory. In this
regard, recent general equilibrium theory has evolved in the direction of dealing
with preferences of a form that cannot be represented by some “objective function”.
This is because the “negative transitivity” of the strong order is not desirable for
an axiom of the consumer’s preference. For this reason, the theory of consumer
behavior in which the preference is described by a binary relation that does not
satisfy transitivity, and the theory of equilibrium that includes it, has developed.
For example, Hildenbrand [6], Shafer and Sonnenschein [24], and Mas-Colell [18]
are typical studies on this issue. The problem here is the inverse problem of that.
What kind of demand behavior can be handled by such a model?

The strong axiom of revealed preference is undesirable as an assumption, because
it is too strong and can only handle solution functions that can be expressed by
an ordinary maximization of a transitive preference. Let us now turn our attention
to the weak axiom of revealed preference. The problem of expressing a candidate
of a solution function satisfying this axiom by a result of maximizing some (possi-
bly non-transitive) binary relation was studied by Kim and Richter [13] and Quah
[20]. However, the orders they created are unnatural. In particular, if we take the
solution function from an ordinary maximization problem and calculate the binary
relation that appears in their research, then we obtain binary relations that are not
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transitive. In short, their research focuses only on “existence”, and “uniqueness” is
almost completely compromised.

Therefore, in this paper, we derive a natural binary relation from a candidate of
the solution function that satisfies the weak axiom of revealed preference and show
that this candidate is actually the solution function of the optimization problem of
this binary relation (Theorem 2.4). In fact, under certain conditions, the binary
relation that we have derived is the “unique” corresponding binary relation that
satisfies several requirements (Proposition 2.8).

In Section 2.1, we explain standard concepts and terminology used in consumer
theory. Section 2.2 is devoted to the proof of the main result and an explanation of
related open problems.

2. Model and Results

2.1. Preliminaries. We fix n ≥ 2. Let Rn
+ = {x ∈ Rn|xi ≥ 0 for all i} and

Rn
++ = {x ∈ Rn|xi > 0 for all i}. For vectors x, y ∈ Rn, we write x ≥ y if x−y ∈ Rn

+

and x � y if x− y ∈ Rn
++.

A set Ω ⊂ Rn is called the consumption set, which denotes the set of all possible
consumption plans. For a plan x ∈ Ω, xi denotes the amount of consumption of
the i-th commodity. By this interpretation, xi ≥ 0 is usually assumed. Thus,
throughout this paper, we assume that Ω ⊂ Rn

+. We also assume that Ω is nonempty
and convex, and that Ω = Ω + Rn

+: that is, x ∈ Ω and y ≥ x implies y ∈ Ω.
Let a vector p � 0 denote the price system. Then, pi denotes the price of the i-th

commodity. The consumer’s money is denoted by m > 0. Therefore, the consumer’s
behavior is represented by a function f(p,m), where the domain P of f is a subset
of Rn

++ × R++. Define

∆(p,m) = {x ∈ Ω|p · x ≤ m},

and P = Rn
++ × R++ \ ∆−1(∅). We call a function f : P → Ω a candidate of

demand (CoD) if p ·f(p,m) ≤ m for all (p,m) ∈ P . We consider that this function
f represents the consumer’s choice behavior. If p · f(p,m) = m for all (p,m) ∈ P ,
then f is said to satisfy Walras’ law. Meanwhile, if f(p,m) = f(ap, am) for all
(p,m) ∈ P and a > 0, then f is said to be homogeneous of degree zero. We say
that a CoD f is income-Lipschitzian if f is locally Lipschitz in m: that is, for
every compact subset C ⊂ P , there exists L > 0 such that if (p,m1), (p,m2) ∈ C,
then

‖f(p,m1)− f(p,m2)‖ ≤ L|m1 −m2|.

Let R(f) denote the range of f .
Next, consider a binary relation ≿ on Ω: that is, ≿⊂ Ω2. We write x ≿ y instead

of (x, y) ∈≿. Consequently, x 6≿ y means (x, y) /∈≿. We also write x � y if x ≿ y
and y 6≿ x, and x ∼ y if x ≿ y and y ≿ x.

For each (p,m) ∈ P , define

f≿(p,m) = {x ∈ ∆(p,m)|∀y ∈ ∆(p,m), y 6� x}.
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This multi-valued function f≿ : P ↠ Ω is called the demand function corresponds
to ≿. Note that every single-valued demand function is a CoD that is homogeneous
of degree zero. We say that a CoD f corresponds to ≿, or equivalently, ≿ corre-
sponds to f when f = f≿.

Suppose that u : Ω → R satisfies the following relationship:

u(x) ≥ u(y) ⇔ x ≿ y.

Then, we say that u represents ≿, or equivalently, u is a utility function of this
relation ≿. If u represents ≿, then we sometimes write fu instead of f≿, and say
that this function fu is the demand function corresponds to u. Note that, fu is the
solution function of the following optimization problem:

max u(x)

subject to. x ∈ Ω,(2.1)

p · x ≤ m.

In economics, this optimization problem is called the utility maximization prob-
lem.

We say that a binary relation ≿ on Ω is

• complete if either x ≿ y or y ≿ x for all (x, y) ∈ Ω2,
• transitive if x ≿ y and y ≿ z imply x ≿ z,
• p-transitive if dim(span{x, y, z}) ≤ 2, x ≿ y, and y ≿ z imply x ≿ z,
• asymmetric if x ≿ y implies y 6≿ x,
• monotone if x � y implies x � y,
• convex if y ≿ x and 0 < t < 1 imply (1− t)x+ ty ≿ x,
• strictly convex if y 6= x, y ≿ x and 0 < t < 1 imply (1− t)x+ ty � x,
• upper semi-continuous if the set U(x) = {y ∈ Ω|y ≿ x} is closed with
respect to the relative topology of Ω for all x, and

• continuous if ≿ itself is closed with respect to the relative topology of Ω2.

Note that, if u represents ≿, then ≿ must be complete and transitive. Conversely,
if ≿ is complete, transitive, and upper semi-continuous, then there exists an upper
semi-continuous function u that represents ≿. If, in addition, ≿ is continuous, then
we can construct such u as a continuous function.1 Consequently, if Ω is closed and
≿ is complete, transitive, and upper semi-continuous, then f≿ is nonempty-valued
and homogeneous of degree zero. If, in addition, ≿ is monotone, then we can easily
show that f≿ satisfies Walras’ law. Furthermore, if ≿ is strictly convex, then we can
also easily show that f≿ is single-valued, and thus it is a CoD that is homogeneous
of degree zero. In conclusion, we verified that if Ω is closed and ≿ is complete,
transitive, upper semi-continuous, monotone, and strictly convex, then f≿ is a CoD
that satisfies Walras’ law and homogeneity of degree zero.

Note that if ≿ is transitive, then either x ≿ y � z or x � y ≿ z implies x � z.
The proof of this fact is easy.

1See Debreu [4] or Bridges and Mehta [2]. Note that our Ω is convex, and thus it is connected.
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Next, we introduce axioms of revealed preference. We say that a CoD f satisfies
the weak axiom of revealed preference (WA) if for every (p,m), (q, w) ∈ P ,
if p · f(q, w) ≤ m, then either f(p,m) = f(q, w) or q · f(p,m) > w. We also say
that f satisfies the strong axiom of revealed preference (SA) if for every finite
sequence (p1,m1), ..., (pN ,mN ), if pi ·f(pi+1,mi+1) ≤ mi for every i ∈ {1, ..., N−1},
then either f(pN ,mN ) = f(p1,m1) or pN ·f(p1,m1) > mN . We can easily check that
SA implies WA. Meanwhile, Gale [5] provided an example of a CoD that satisfies
WA but violates SA. Therefore, WA does not imply SA.2

The interpretation of WA is as follows. Suppose that x = f(p,m), y = f(q, w)
and x 6= y. If p · y ≤ m, then the consumer chooses x though he/she can choose y,
and thus it is revealed that the consumer prefers x to y. Therefore, we can expect
q · x > w: if not, then f(q, w) must not be y.

2.2. Results. The following result is known as Houthakker-Uzawa-Richter’s theo-
rem. The proof of this proposition is found in Theorem 3.J.1 of Mas-Colell et al.
[19] or Theorem 3.2 of Hosoya [10].

Proposition 2.1. A CoD f satisfies SA if and only if f = f≿ for some complete
and transitive binary relation ≿.

Using this result, we can obtain the following uniqueness result. Recall that R(f)
denotes the range of f . For the rigorous proof of this corollary, see Theorem 1 of
Hosoya [11].

Corollary 2.2. Suppose that Ω = Rn
+ and P = Rn

++ ×R++. Let f be a continuous
and income-Lipschitzian CoD that satisfies Walras’ law, and R(f) be open with
respect to the relative topology of Ω and include Rn

++. Then, f satisfies SA if and
only if f = fu for some upper semi-continuous real-valued function u. Moreover,
if f = f≿ for some complete, transitive, and upper semi-continuous binary relation
≿, then u represents ≿.

Remark 2.3. We can obtain u constructively as follows. First, fix p̄ ∈ Rn
++. Choose

any x ∈ R(f), and let x = f(p,m). Consider the following partial differential
equation:

(2.2) ∇E(q) = f(q, E(q)), E(p) = m.

We can show that there uniquely exists a concave solution E : Rn
++ → R++ of this

equation (2.2). Define u(x) = E(p̄). Next, choose x ∈ Ω \R(f). Define

u(x) = lim
δ→0

sup{u(y)|y ∈ R(f), ‖x− y‖ < δ}.

Then, we can show that u satisfies all requirements of the above corollary.
In fact, the solution of (2.2) can be described using a different feature. Because f

satisfies SA, we have that f = f≿ for some complete and transitive binary relation
≿. Let

Ex(q) = inf{q · y|y ≿ x}.

2For a detailed arguments, see section 4.2 of Hosoya [10].
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If ≿ is represented by v, then it is the value function of a dual problem of (2.1):

min q · y
subject to. y ∈ Ω,(2.3)

v(y) ≥ v(x).

This problem (2.3) is called the expenditure minimization problem, and the
function Ex is called the expenditure function. Lemma 1 of Hosoya [11] showed
that if x = f(p,m), then Ex is a concave solution of (2.2). This result is called
Shephard’s lemma in economics.

We want to extend the above results to CoDs with WA. Before presenting the
next result, we need several preparations. First, let ▷ be any binary relation on Ω,
and P denote the set of all p-transitive binary relations that includes ▷. Because
Ω2 ∈ P, we have that P is nonempty. It is easy to show that

▷∗= ∩▷′∈P ▷′∈ P.

We call this ▷∗ the p-transitive closure of ▷.
We write x �r y if and only if there exists (p,m) ∈ P such that x = f(p,m), y ∈

∆(p,m) and x 6= y. Then, WA is equivalent to the asymmetry of �r. Let �irp be
the p-transitive closure of �r, and x ≿f y if and only if y 6�irp x. We now complete
the preparation to present our main result.

Theorem 2.4. If a CoD f satisfies Walras’ law and WA, then ≿f is complete and

f = f≿f .

Proof. First, we introduce a lemma.

Lemma 2.5. Suppose that f is a CoD that satisfies Walras’ law. Then, �r is
asymmetric if and only if �irp is asymmetric.3

Proof of Lemma 2.5. Clearly, if �irp is asymmetric, then �r is asymmetric be-
cause �r⊂�irp. Thus, it suffices to show the opposite direction.

First, suppose that �r is asymmetric, and there exists a sequence x1, ..., xk ∈ Ω
such that dim(span{x1, ..., xk}) ≤ 2 and xi �r xi+1 for all i ∈ {1, ..., k− 1}. We will
show that xk 6�r x1. We use mathematical induction on k. If k = 2, this claim is
correct because �r is asymmetric.

Suppose that our claim holds if k ≤ k∗ for k∗ ≥ 2, and consider the case k =
k∗ + 1. Choose any sequence x1, ..., xk such that dim(span{x1, ..., xk}) ≤ 2 and
for all i ∈ {1, ..., k − 1}, xi �r xi+1. Then, xi 6= xi+1 and there exists (pi,mi)
such that xi = f(pi,mi) and pi · xi+1 ≤ mi. Suppose that xk �r x1. Then,
xk 6= x1 and there exists (pk,mk) such that xk = f(pk,mk) and pk · x1 ≤ mk.
Define V = span{x1, ..., xk}. If dimV = 1, then xi = cix1 for ci ∈]0, 1], and
1 = c1 > c2 > ... > ck. Therefore,

pk · x1 > pk · ckx1 = pk · xk = mk,

3If Ω is Rn
+, then this result is just Theorem 4.1 of Hosoya [10]. However, the proof of this

theorem in that paper has a slight error.
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which is a contradiction. Thus, we have that dim V = 2. Let PV be the orthogonal
projection mapping from Rn onto V . By definition of the orthogonal projection
mapping, we have that PV pi · xj = pi · xj for i, j ∈ {1, ..., k}. Define qi =

1
pi·x1

PV pi.

Then, we have qi · x1 = 1 for all i ∈ {1, ..., k}, and thus all qi are included in the
line {q ∈ V |q · x1 = 1}.

We separate our proof into three cases.

Case 1. q1 ∈ [qk−1, qk]. In this case, q1 = (1 − t)qk−1 + tqk for some t ∈ [0, 1].
Therefore,

q1 · (x1 − xk) = q1 · (x1 − x2) + q1 · (x2 − xk)

= q1 · (x1 − x2) + (1− t)qk−1 · (x2 − xk) + tqk · (x2 − xk)

= q1 · (x1 − x2) + (1− t)qk−1 · (x2 − xk−1)

+ (1− t)qk−1 · (xk−1 − xk) + tqk · (x2 − xk) ≥ 0,

where the last inequality follows from the induction hypothesis. Therefore, we have
that x1 �r xk, which contradicts the asymmetry of �r.

Case 2. qk−1 ∈ [q1, qk]. In this case, qk−1 = (1 − t)q1 + tqk for some t ∈ [0, 1].
Therefore,

(1− t)q1 · (x1 − xk) + tqk · (x1 − xk)

= qk−1 · (x1 − xk)

= qk−1 · (x1 − xk−1) + qk−1 · (xk−1 − xk) > 0.

Because qk · (x1 − xk) ≤ 0, we have (1 − t)q1 · (x1 − xk) > 0. Therefore, we have
x1 �r xk, which is absurd.

Case 3. The other case. Define v = q1 − qk. The case in which v = 0 is included
in Case 1, and thus we have v 6= 0 and qi = qk + tiv for some ti ∈ R. By definition,
t1 = 1. The case tk−1 ≥ 0 is included in either Case 1 or Case 2, and thus we have
tk−1 < 0. Therefore, we must have that there exists i ∈ {1, ..., k − 2} such that
ti ≥ 0 and ti+1 ≤ 0, and thus, qk ∈ [qi, qi+1]. Then, qk = (1 − t)qi + tqi+1 for some
t ∈ [0, 1], and

0 ≥ qk · (x1 − xk)

= qk · (x1 − xi+1) + qk · (xi+1 − xk)

= (1− t)qi · (x1 − xi+1) + tqi+1 · (x1 − xi+1) + qk · (xi+1 − xk)

= (1− t)qi · (x1 − xi) + (1− t)qi · (xi − xi+1)

+ tqi+1 · (x1 − xi+1) + qk · (xi+1 − xk) > 0,

by the induction hypothesis, which is a contradiction.

Therefore, in all cases there is a contradiction. Thus, we conclude that xk 6�r x1,
and hence our claim is correct.
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Second, suppose that �r is asymmetric. We will show that x �irp y if and only if
either x ∈ R(f) and y = ax for a ∈ [0, 1[ or x is not proportional to y and there exists
a finite sequence x1, ..., xN such that x1 = x, xN = y, span{x1, ..., xN} = span{x, y},
and xi �r xi+1 for every i ∈ {1, ..., N−1}. Let R be the set of all (x, y) such that 1)
x ∈ R(f) and y = ax for some a ∈ [0, 1[, or 2) x is not proportional to y and there
exists a finite sequence x1, ..., xN such that x = x1, y = xN , span{x1, ..., xN} =
span{x, y}, and xi �r xi+1 for all i ∈ {1, ..., N − 1}. By Walras’ law, we have that
�r⊂ R. Choose x, y, z ∈ Ω such that (x, y), (y, z) ∈ R and dim(span{x, y, z}) ≤ 2.
If y = ax or z = by for a, b ∈ [0, 1[, then we can easily show that (x, z) ∈ R.
Suppose that x is not proportional to y and z = ax for a ≥ 0. Then, x ∈ R(f).
If a ≥ 1, then we have that there exists a finite sequence x1, ..., xN on span{x, y}
such that x1 = x, xi �r xi+1 for all i ∈ {1, ..., N − 1}, and xN �r x1, which is a
contradiction. Therefore, we have a < 1, and thus (x, z) ∈ R. Finally, if each pair
of x, y, z is independent, then clearly (x, z) ∈ R. Therefore, R is p-transitive, and
thus �irp⊂ R. Conversely, suppose that (x, y) ∈ R. If x is proportional to y, then
x �r y, and thus x �irp y. If x is not proportional to y, then there exists a finite
sequence x1, ..., xN such that x = x1, y = xN , span{x1, ..., xN} = span{x, y}, and
xi �r xi+1 for all i ∈ {1, ..., N − 1}. Because �r⊂�irp, we have that xi �irp xi+1.
By p-transitivity of �irp, we have that x = x1 �irp xN = y, which implies that
R ⊂�irp. Thus, our claim is correct.

Now, suppose that �r is asymmetric, and �irp is not asymmetric. Then, there
exists x, y such that x �irp y and y �irp x. This implies that x �irp x, which
contradicts the arguments in the above paragraph. Therefore, we conclude that if
�r is asymmetric, then �irp is also asymmetric. This completes the proof of this
lemma. □

This lemma immediately implies that ≿f is complete. Next, suppose that x =
f(p,m) and p · y ≤ m. If x = y, then clearly y 6�irp x, and thus y 6�f x. If x 6= y,
then x �r y, and by the above lemma, we have that y 6�irp x, which implies that

y 6�f x and x �f y. Therefore, we have that x = f≿f (p,m) as desired. This
completes the proof. □

We can obtain the following corollary.

Corollary 2.6. Suppose that Ω = Rn
++ and f = fu for some C2 strictly quasi-

concave function u such that ∇u(x) � 0 for all x ∈ Ω. Then, u represents ≿f .
4

Proof. First, we show that x �f v implies that u(x) > u(v). Suppose that x �f v.
As we have proved in the proof of Theorem 2.4, either x = av for a > 1 or there exists
x1, ..., xN such that x1 = x, xN = v, and xi �r xi+1 for all i ∈ {1, ..., N}. In the
former case, clearly u(x) > u(v). In the latter case, we have that u(xi) > u(xi+1),
and thus u(x) > u(v). Therefore, our claim is correct.

Second, we show the opposite direction: that is, we show that u(x) > u(v) implies
that x �f v. Define p(x) = ∇u(x). By Lagrange’s multiplier rule, we have that
x = f(p(x), p(x) · x) for all x ∈ Ω.

4Note that, by the requirement of u, f satisfies SA and Walras’ law.
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Suppose that u(x) > u(v). If v is proportional to x, then x � v and thus clearly
x �f v. Therefore, we assume that v is not proportional to x. Define

ξ(y) = (p(y) · x)v − (p(y) · v)x.

Then, p(y) · ξ(y) = 0 for all y ∈ Ω. Consider the following differential equation:

ẏ(t) = ξ(y), y(0) = x.

Let y(t) be the nonextendable solution of the above equation. Hosoya [7] showed
that there exists t∗ > 0 such that y(t∗) is proportional to v. Because

d

dt
u(y(t)) = 0,

we have that u(y(t∗)) = u(x), which implies that y(t∗) � v. Now, for small h > 0,
define

x0 = x, xi+1 = xi + hξ(xi).

Then, the sequence (xi) is a forward Euler approximated solution of the above
differential equation, and thus for i(h) = max{i ≥ 0|ih < t∗}, xi(h) → y(t∗) as
h → 0. This implies that if h is sufficiently small, then there exists k such that
xk � v. Now, because p(xi) · xi+1 = p(xi) · xi, we have that xi �r xi+1. Moreover,
span{x0, ..., xk} = span{x, v}. Therefore, we have that x �irp xk and xk �r v,
which implies that x �f v. This completes the proof. □

To the best of our knowledge, there is no other previous research that has derived
a binary relation with such properties in this context. For example, binary relations
defined by Kim and Richter [13] and Quah [20] do not have this property. This is
the main reason why we consider ≿f is so natural.

Note that the converse relationship of Theorem 2.4 is open: that is, whether or
not there is a demand function f≿ such that ≿ is complete but f≿ violates WA is
unknown.

We should mention another open problem related to Theorem 2.4. First, suppose
that Ω is closed. As we have argued, if f = f≿ for some complete, transitive, upper
semi-continuous, monotone, and strictly convex binary relation, then f is a single-
valued demand function that satisfies Walras’ law, homogeneity of degree zero, and
SA. Conversely, suppose that f is a continuous and income-Lipschitzian CoD such
that R(f) is relatively open subset of Rn

+ that includes Rn
++. If f satisfies Walras’

law, homogeneity of degree zero, and SA, then by Corollary 2.2, we have that
f = f≿ for some complete, transitive, and upper semi-continuous binary relation
≿. Therefore, we obtain an “almost” necessary and sufficient relationship between
the existence of a good ≿ corresponds to f and SA. Moreover, such a binary relation
is unique. We want to extend this result for the case in which f satisfies only WA.
However, there is a technical difficulty, and this problem is still open.

In fact, the following result was obtained by Sonnenschein [25].

Proposition 2.7. Suppose that Ω is closed, and ≿ is a complete, upper semi-
continuous, and strictly convex binary relation on Ω such that for every x ∈ Ω, the
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set

P (x) = {y ∈ Ω|y � x}
is convex. Then, f≿ is a single-valued demand function defined on P .

In Theorem 2.4, we proved that under several conditions, a CoD f is f≿ for some
complete binary relation ≿. We want to prove the reverse relationship. That is, we
want to prove that if ≿ is a complete, upper semi-continuous, and strictly convex
binary relation, then f≿ becomes a single-valued demand function. However, this
problem is open. In fact, we cannot determine whether or not P (x) in Proposition
2.7 is convex in this case. Because the proof of Proposition 2.7 uses the KKM
theorem, the convexity of P (x) is crucial.5

Suppose that f is surjective and ≿ is a complete, upper semi-continuous, and
strictly convex preference relation such that f = f≿. Choose any y ∈ P (x). Then,
by strict convexity, we have that (1 − t)x + ty ∈ P (x) for every t ∈]0, 1[.6 In this
case, is P (x) convex? In other words, we are confronted with the following problem.

PROBLEM: Suppose that C ⊂ RN , and there exists x ∈ ∂C such that if y ∈ C
and 0 < t < 1, then (1− t)x+ ty ∈ C. Is C convex?

Unfortunately, the answer to the above problem is NEGATIVE. Chaowen Yu
presented the following counterexample. Let

C =]0, 1[×{(x2, x3)||x3| < |x2|}, x = (1, 0, 0).

This C and x satisfy all requirements of PROBLEM, and C is not convex. Therefore,
our P (x) might be not convex.

However, we may be able to extend Proposition 2.7 to our cases using techniques
different from the KKM theorem, and thus this problem is still open.

We also mention a uniqueness result on ≿. Suppose that a CoD f is continuously
differentiable, and define

sij(p,m) =
∂fi
∂pj

(p,m) +
∂fi
∂m

(p,m)fj(p,m).

The n× n matrix-valued function Sf (p,m) = (sij(p,m))ni,j=1 is called the Slutsky

matrix. We say that f satisfies (R) if the rank of Sf (p,m) is always n− 1.
Suppose that Ω = Rn

++, and f : P → Ω is a surjective and continuously differ-
entiable CoD that satisfies Walras’ law and WA. We can easily show that this f is
homogeneous of degree zero. By Proposition 1 of Hosoya [7], f satisfies (R) if and
only if there uniquely exists a function g : Ω → Rn

++ such that the n-th coordinate of
this function is always 1, and f(g(x), g(x) ·x) = x for every x ∈ Ω. Moreover, in this
case g is continuously differentiable. Consider the following differential equation:

(2.4) ẏ(t) = (g(y(t)) · x)v − (g(y(t)) · v)x, y(0;x, v) = x.

5Probably, Komiya’s polytopal KKMS theorem is more useful for proving this theorem. See

Komiya [14].
6In fact, if ≿=≿f , R(f) is convex, and x ∈ R(f), then the same result holds even if ≿ is possibly

not strictly convex. The proof is easy.
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Let w = (v · x)v − (v · v)x. Define t(x, v) = inf{t ≥ 0|y(t;x, v) · w = 0}, where
y(t;x, v) is a nonextendable solution of (2.4). Let

u(x, v) =
‖y(t(x, v);x, v)‖

‖v‖
.

Using Hosoya’s [7] results, we obtain the following result.

Proposition 2.8. Suppose that Ω = Rn
++, and f : P → Ω is a surjective and

continuously differentiable CoD that satisfies Walras’ law, WA, and (R). Then,
≿f= u−1([1,+∞[), and ≿f is the unique complete, p-transitive, and continuous

binary relation that corresponds to f .7

Proof. Wemention several facts proved in Hosoya [7]. First, t(x, v) is well-defined for
every (x, v) ∈ Ω2. Second, y(t(x, v);x, v) is proportional to v, and y(t(x, v);x, v) =
u(x, v)v. Third, u(x, v) ≥ 1 if and only if u(v, x) ≤ 1. Fourth, if x �r v, then
u(x, v) > 1. Fifth, a 7→ u(ax, v) is increasing and u(x, av) = a−1u(x, v). Sixth, on
span{x, v},

u(z1, u(z2, z3)z3) = u(z1, z2).

Now, choose h > 0 so small, and let (xhk) be a forward Euler approximated solution
of (2.4): that is,

φ(y) = (g(y) · x)v − (g(y) · v)x,

xh0 = x,

xhk+1 = xhk + hφ(xhk).

Since φ(y) ∈ span{x, v}, we have that xhk ∈ span{x, v} for all k. Because g(y)·φ(y) =
0, we have that for k ≥ 1, either x = xhk or

x �irp x
h
k .

If u(x, v) > 1, then y(t(x, v);x, v) � v. Hence, for sufficiently small h > 0, there
exists xhk such that xhk � v. This implies that xhk �r v, and thus x �irp v. Therefore,
we have that if u(x, v) > 1, then x �irp v.

Next, suppose that x �irp v. If x is proportional to v, then t(x, v) = 0 and

u(x, v) = ∥x∥
∥v∥ > 1. Hence, we assume without loss of generality that x is not

proportional to v, and there exists a finite sequence x1, ..., xN such that x1 = x, xN =
v, xi �r xi+1 for each i, and span{x1, ..., xN} = span{x, v}. Define a0 = 1, and if
ai−1 is already defined, then define ai = u(ai−1xi, xi+1). Because xi �r xi+1, by
mathematical induction, we have that

ai = u(ai−1xi, xi+1) ≥ u(xi, xi+1) > 1

for all i ∈ {1, ..., N − 1}. Therefore,

1 = u(x1, x1) = u(x1, aN−1xN ) < u(x1, xN ) = u(x, v),

7In the proof of this proposition, we frequently use knowledge of the proof of Theorem 1 in

Hosoya [7].
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which implies that x �irp v if and only if u(x, v) > 1. Because u(x, v) ≥ 1 if and
only if u(v, x) ≤ 1, we have that x ≿f v if and only if u(x, v) ≥ 1. The remainder
of the proof was presented in Hosoya [7]. □

Hosoya [7] also showed that, if f satisfies SA, then f = fuv for uv : x 7→ u(x, v),
and uv is continuously differentiable. In this case, our Proposition 2.8 implies that
uv represents ≿f , and thus we immediately obtain the following corollary. This
result also indicates a different feature of ≿f from several known binary relations
correspond to f in this context.

Corollary 2.9. Suppose that Ω = Rn
++ and f is a surjective and continuously

differentiable CoD that satisfies Walras’ law, SA, and (R). Then, f = fu for some
continuously differentiable function u, and u represents ≿f . In particular, ≿f is
transitive and continuous.

Note that, if Ω = Rn
++, then P = Rn

++×R++. This restriction could be considered
rather strong, because ∆(p,m) is not compact. In fact, Hosoya [7] showed that a
similar result holds even if P is just an open cone in Rn

++ × R++. However, the
continuous differentiability assumption of f is strong, and thus we want to relax it.
This is another open problem.
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