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Figure 1. Place A1, . . . , An on the hyperplane un+1 = −1 and di-

vide them in half by a hyperplane passing through the origin of Rn+1

whose normal vector is u = (u, un+1) ∈ Sn. Then the intersection

of two hyperplanes is {(x,−1) | ⟨u, x⟩ = un+1}.

(1.2) ρi(u) :=
µ(Ai ∩H+

u )

µ(Ai)
,

then (1.1) implies ρi(u) = 1/2. In this paper we show that there exists u ∈ Sn such

that
1

2
< ρ1(u) = · · · = ρn(u) < 1.

2. Weak extension of the ham-sandwich theorem

In this section, we will extend the ham-sandwich theorem. We start with a general

setting. Let fi(x, u) (i = 1, . . . , n) be real-valued continuous functions defined on

Rn ×Dn. We assume that fi(x, u) = fi(x,−u) for any (x, u) ∈ Rn ×Dn. For any

γi ∈ R and u = (u, un+1) ∈ Sn, we define

(2.1) νi(u) :=

∫
Ai∩H+

u

fi(x, u)dx− γiun+1.

Then ν := (ν1, . . . , νn) : Sn → Rn is continuous. Taking fi(x, u) = 1 and γi = 0

in (2.1), we see that νi(u) = µ(Ai ∩H+
u ). The term −γiun+1 is important in this

paper. It comes from [3], where we used

φi(u) := max
x∈Ai

fi(x, u)− γiun+1.

By applying Borsuk’s antipodal theorem to ν, we obtain the following.

Theorem 2.1. (a) For any γ1, . . . , γn ∈ R, there exists u = (u, un+1) ∈ Sn

such that

(2.2)

∫
Ai∩H+

u

fi(x, u)dx−
∫
Ai∩H−

u

fi(x, u)dx = 2γiun+1 (i = 1, . . . , n).
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(b) There exists u ∈ Sn such that

∫
Ai∩H+

u

fi(x, u)dx =

∫
Ai∩H−

u

fi(x, u)dx for

any i = 1, . . . , n.

(c) If there is no v = (v, 0) ∈ Sn such that

(2.3)

∫
Ai∩H+

v

fi(x, v)dx =

∫
Ai∩H−

v

fi(x, v)dx (i = 1, . . . , n),

then for any γ1, . . . , γn ∈ R, there exists u ∈ Sn such that un+1 > 0 and

(2.4)

∫
Ai∩H+

u

fi(x, u)dx−
∫
Ai∩H−

u

fi(x, u)dx (i = 1, . . . , n)

are proportionate to γi (i = 1, . . . , n).

Proof. (a) By Borsuk’s antipodal theorem, there exists u ∈ Sn such that ν(u) =

ν(−u). Hence∫
Ai∩H+

u

fi(x, u)dx− γiun+1 =

∫
Ai∩H+

−u

fi(x,−u)dx+ γiun+1

=

∫
Ai∩H−

u

fi(x, u)dx+ γiun+1.

(b) is a direct consequence of (a) for γi = 0.

By the assumption of (c), we have un+1 ̸= 0. Therefore (c) follows from (a).

When un+1 is negative, it suffices to take −u instead of u． □

By taking fi(x, u) = 1/µ(Ai) in Theorem 2.1, we obtain the following. (b) is

nothing but the ham-sandwich theorem. (a) and (c) are new results.

Theorem 2.2. (a) For any γ1, . . . , γn ∈ R, there exists u = (u, un+1) ∈ Sn

such that

(2.5) ρi(u)−
1

2
= γiun+1.

In particular when γi ̸= −1/2, it holds that −1 < un+1 < 1.

(b) There exists a hyperplane that divides each Ai in half.

(c) If there is no hyperplane passing the origin of Rn that divides each Ai in

half, then for any γi ̸= −1/2, there exists u ∈ Sn such that 0 < un+1 < 1

and

(2.6) ρ1(u)−
1

2
: · · · : ρn(u)−

1

2
= γ1 : · · · : γn.

In particular, for any γ1 = · · · = γn = c with 0 < c ≤ 1/2, there exists

u ∈ Sn such that 0 < un+1 < 1 and

(2.7)
1

2
< ρ1(u) = · · · = ρn(u) <

1

2
+ c (≤ 1).

Proof. When fi(x, u) = 1/µ(Ai), (2.2) reduces to

2γiun+1 =
µ(Ai ∩H+

u )

µ(Ai)
− µ(Ai ∩H−

u )

µ(Ai)
= 2ρi(u)− 1,
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which implies (2.5). If un+1 = 1, then since Ai ∩H+
u is empty, we have ρi(u) = 0.

Hence, we see from (2.5) that γi = −1/2, which contradicts the assumption of (a).

If un+1 = −1, then since Ai ∩ H+
u = Ai, we have ρi(u) = 1. Hence, we see from

(2.5) that γi = −1/2, which contradicts the assumption of (a). Therefore we have

−1 < un+1 < 1.

(b) follows from (a) by taking γi = 0. (c) If un+1 = 0 in (2.5), then hyperplane

Hu passes through the origin, and ρ1(u) = · · · = ρn(u) = 1/2, which contradicts

the assumption of (c). Therefore un+1 ̸= 0. So (2.5) implies (2.6). When un+1 is

negative, it suffices to take −u instead of u．In particular, if we take γ1 = · · · =
γn = c with 0 < c ≤ 1/2, we get (2.7) from 0 < un+1 < 1. □

Remark 2.3. We see from (2.5) that

|γiun+1| =
∣∣∣∣ρi(u)− 1

2

∣∣∣∣ ≤ 1

2

for any i. Hence, if some |γj | is exceptionally large, |un+1| becomes small. So ρi(u)

(i ̸= j) are approximately equal to 1/2.

When we take γ1 = · · · = γn = 1/2, we see from (2.5) that

ρi(u) =
un+1 + 1

2
.

Since un+1 is unknown, ρ1(u) = · · · = ρn(u) are also unknown. This is the reason

why the title is considered ”weak extension”.

Example 2.4. This example indicates the possibility of extending the ham-sandwich

theorem. Given ratio 0 ≤ ρ ≤ 1, we compute ℓ : ⟨u, x⟩ = u3 that divides two

triangles with ρ1(u) = ρ2(u) = ρ. Line ℓ passing through (−2, a) and (2, b) is

Figure 2. 2µ(S1) = 2µ(S2) = ρ.

(a− b)x1 + 4x2 = 2(a+ b). Let P and Q be the intersections of ℓ and hypotenuses

x2 = x1 + 2 and x2 = x1 − 1, respectively. Then their x1-coordinates are

x1 =
4a

a− b+ 4
− 2,

4− 4b

a− b+ 4
,

respectively. Hence the areas of triangle S1 and S2 are given by

µ(S1) =
1

2
− T1 =

1

2

(
1− 4a2

a− b+ 4

)
, µ(S2) =

1

2
(1− b)

4− 4b

a− b+ 4
,



WEAK EXTENSION OF THE HAM-SANDWICH THEOREM: SOME RATIO NOT IN HALF143

respectively. Therefore µ(S1) = µ(S2) if and only if 4a2 + 4b2 − a − 7b = 0, which

is equivalent to (
a− 1

8

)2

+

(
b− 7

8

)2

=
25

32
.

Hence, we may put

a− 1

8
=

5

4
√
2
cos θ, b− 7

8
=

5

4
√
2
sin θ.

Therefore, the equation of ℓ is as follows.{
5

4
√
2
(cos θ − sin θ)− 3

4

}
x1 + 4x2 =

5

2
√
2
(sin θ + cos θ) + 2.

Normalizing the coefficients, we obtain u ∈ S2. Since the area of the triangles is

1/2, the ratio of the division is

ρ1(u) = 2S1 = 1−

(
5

4
√
2
cos θ + 1

8

)2

5
4
√
2
(cos θ − sin θ) + 3

4

= 1− 1

8
· (5

√
2 cos θ + 1)2

5
√
2(cos θ − sin θ) + 6

.

3. Concluding remarks

In the ham-sandwich theorem, we placed A1, . . . , An on the hyperplane un+1 =

−1 and divided them by a hyperplane passing through the origin of Rn+1 whose

normal vector is u = (u, un+1) ∈ Sn (Figure 3 Left). On the other hand, in Theorem

2.2, we place Ai on the hyperplane un+1 = −γi − 1 (Figure 3 Right). This is why

Theorem 2.2 is richer than the ham-sandwich theorem.

Figure 3. Left: γ1 = γ2 = 0. Right: γ1 < γ2.
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