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SENSITIVITY ANALYSIS FOR A SYSTEM OF PARAMETRIC
MIXED QUASI-VARIATIONAL INCLUSIONS

X. P. DING* AND J. C. YAO**

Abstract. In this paper, we introduce a new system of parametric mixed quasi-
variational inclusions. By using resolvent operator technique of maximal mono-
tone mappings and the property of fixed point set of set-valued contractive map-
pings, we study the behavior and sensitivity analysis of solution set for the system
of parametric mixed quasi-variational inclusions. In particular, we proved that
the solution set of the system of parametric mixed quasi-variational inclusions is
nonempty closed and established that the solution set of the system of paramet-
ric mixed quasi-variational inclusions is Lipschitz continuous with respect to the
parameters under suitable conditions.

1. Introduction

The behavior of solution set of variational inequality problems as the result of
changes in the problem data is always concerned. In recent years, much attention
has been devoted to developing general methods for the sensitivity analysis of so-
lution set of various variational inequalities and variational inclusions. From the
mathematical and engineering points of view, sensitivity properties of various vari-
ational inequalities can provide a new insight concerning the problem being studied
and can stimulate ideas for solving problems. The sensitivity analysis of solution
set for parametric variational inequalities has been studied extensively by many
authors using quite different methods. By using the projection technique, Dafer-
mos [4], Mukherjee and Verma [11], Noor [13], Yen [19] dealt with the sensitivity
analysis for variational inequalities with single-valued mappings. By using the im-
plicit function approach that makes use of so-called normal mappings, Robinson
[17] dealt with the sensitivity analysis for variational inequalities with single-valued
mappings in finite-dimensional spaces. By using resolvent operator technique, Adly
[1], Noor and Noor [14], and Agarwal et al. [2] studied sensitivity analysis for quasi-
variational inclusions with single-valued mappings. By using projection technique
and the property of fixed point set of set-valued contractive mappings, Ding and
Luo [5] studied the behavior and sensitivity analysis of solution set for generalized
quasi-variational inequalities. Recently, Liu et al. [10], Salahuddin [18], Park and
Jeong [15], and Ding [6]–[8] studied the behavior and sensitivity analysis of solu-
tion set of generalized nonlinear implicit quasi-variational inclusions of several type
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with set-valued mappings. Agarwal et al. [3] first studied sensitivity analysis for a
system of nonlinear mixed quasi-variational inclusions with single-valued mappings
and maximal monotone mappings.

Inspired and motivated by recent research works in this field, in this paper, we
introduce a new system of parametric mixed quasi-variational inclusions involving
set-valued mappings and maximal monotone mappings. By using resolvent operator
technique and the property of fixed point set of set-valued contractive mappings,
we prove existence of solutions and study the behavior and sensitivity analysis of
solution set for the system of parametric mixed quasi-variational inclusions. In
particular, we prove that the solution set of the system of parametric mixed quasi-
variational inclusions is nonempty closed and established that the solution set of the
system of parametric mixed quasi-variational inclusions is Lipschitz continuous with
respect to the parameters under suitable conditions. Our results improve, unify and
generalize the responding results in [1], [2], [4]–[15], [10]–[15], [17], [18].

2. Preliminaries

Let H be a real Hilbert space with a norm ‖ · ‖ and an inner product 〈·, ·〉. Let
2H and C(H) denote the family of all nonempty subsets of H and the family of
all nonempty compact subsets of H, respectively. Let H̃(·, ·) denote the Hausdorff
metric on C(H) defined by

H̃(A,B) = max{supa∈Ad(a,B), supb∈Bd(A, b)}, ∀ A,B ∈ C(H),

where d(a,B) = infb∈B‖a− b‖ and d(A, b) = infa∈A‖a− b‖.
Let Ω be a nonempty open subset of H in which the parameter λ takes values,

A,B, C, D, E, F,G, Q, S : H×Ω → C(H) be set-valued mappings and m : H×Ω →
H, N1 : H × H × H × H × Ω → H and N2 : H × H × Ω → H be single-valued
mappings. Let M1,M2 : H × H × Ω → 2H be set-valued mappings such that for
each given (z, λ) ∈ H × Ω, M1(·, z, λ) and M2(·, z, λ) are both maximal monotone
mappings with (G − m)(H × {λ}) ⋂

domM1(·, z, λ) 6= ∅. Throughout this paper,
unless otherwise stated, we will consider the following system of parametric mixed
quasi-variational inclusion (SPMQVI): for each given λ ∈ Ω and w1, w2 ∈ H, find
(x, y) = (x(λ), y(λ)) ∈ H × H, a = a(x, λ) ∈ A(x, λ), b = b(x, λ) ∈ B(x, λ),
c = c(y, λ) ∈ C(y, λ), d = d(y, λ) ∈ D(y, λ), e = e(y, λ) ∈ E(y, λ), f = f(x, λ) ∈
F (x, λ), g = g(x, λ) ∈ G(x, λ), q = q(x, λ) ∈ Q(x, λ), and s = s(x, λ) ∈ S(x, λ) such
that

(2.1)

{
w1 ∈ N1(a, b, c, d, λ) + M1((g −m)(x, λ), e, λ)),
w2 ∈ y − x + µN2(f, q, λ) + µM2(y, s, λ),

where µ > 0 is a constant.

Special cases: (I) If G = g is a single-valued mapping, then the SPMQVI (2.1)
reduces to the following parametric problem: for each given λ ∈ Ω and w1, w2 ∈ H,
find (x, y) = (x(λ), y(λ)) ∈ H × H, a = a(x, λ) ∈ A(x, λ), b = b(x, λ) ∈ B(x, λ),
c = c(y, λ) ∈ C(y, λ), d = d(y, λ) ∈ D(y, λ), e = e(y, λ) ∈ E(y, λ), f = f(x, λ) ∈
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F (x, λ), q = q(x, λ) ∈ Q(x, λ), and s = s(x, λ) ∈ S(x, λ) such that

(2.2)

{
w1 ∈ N1(a, b, c, d, λ) + M1((g −m)(x, λ), e, λ)),
w2 ∈ y − x + µN2(f, q, λ) + µM2(y, , s, λ),

where µ > 0 is a constant.
The parametric problem (2.2) appears to be a new one.
(II) If w2 = 0, M2 ≡ N2 ≡ 0, then the SPMQVI (2.1) reduces to the following

parametric mixed quasi-variational inclusion problem: for each given λ ∈ Ω and
w1 ∈ H, find x = x(λ) ∈ H, a = a(x, λ) ∈ A(x, λ), b = b(x, λ) ∈ B(x, λ), c =
c(x, λ) ∈ C(x, λ), d = d(x, λ) ∈ D(x, λ), e = e(x, λ) ∈ E(x, λ) and g = g(x, λ) ∈
G(x, λ) such that

(2.3) w1 ∈ N1(a, b, c, d, λ) + M1((g −m)(x, λ), e, λ)).

The parametric problem (2.3) also appears to be a new one.
(III) If P, W : H × H × Ω → C(H) are two set-valued mappings and

N1(a, b, c, d, λ) = P (a, b, λ)−W (c, d, λ) for all (a, b, c, d, λ) ∈ H ×H ×H ×H × Ω,
then the parametric problem (2.3) collapses to the following parametric problem:
for each given λ ∈ Ω and w1 ∈ H, find x = x(λ) ∈ H, a = a(x, λ) ∈ A(x, λ), b =
b(x, λ) ∈ B(x, λ), c = c(x, λ) ∈ C(x, λ), d = d(x, λ) ∈ D(x, λ), e = e(x, λ) ∈ E(x, λ)
and g = g(x, λ) ∈ G(x, λ) such that

(2.4) w1 ∈ P (a, b, λ)−W (c, d, λ) + M1((g −m)(x, λ), e, λ)).

The parametric problem (2.3) with G = g being a single-valued mapping was
introduced and studied by Liu et al. [10].

(IV) If W ≡ 0, then the parametric problem (2.4) reduces to the following para-
metric problem: for each given λ ∈ Ω and w1 ∈ H, find x = x(λ) ∈ H, a = a(x, λ) ∈
A(x, λ), b = b(x, λ) ∈ B(x, λ), e = e(x, λ) ∈ E(x, λ) and g = g(x, λ) ∈ G(x, λ) such
that

(2.5) w1 ∈ P (a, b, λ) + M1((g −m)(x, λ), e, λ)).

The parametric problem (2.5) was introduced and studied by Ding [6].
(V) If ϕ : H × H × Ω → R

⋃{+∞} and ψ : H × H × Λ → R
⋃{+∞}

are such that for each fixed (z, λ) ∈ H × Ω, ϕ(·, z, λ) and ψ(·, z, λ) are both
proper convex lower semicontinuous functional and ∂ϕ(·, z, λ) and ∂ψ(·, z, λ) are
the subdifferential of ϕ(·, z, λ) and ψ(·, z, λ), respectively. By [16], ∂ϕ(·, z, λ) and
∂ψ(·, z, λ) are both maximal monotone mappings. Let M1(·, z, λ) = ∂ϕ(·, z, λ) and
M2(·, z, λ) = ∂ψ(·, z, λ) such that (G − m)(H × {λ}) ⋂

dom ∂ϕ(·, z, λ) 6= ∅ for
all (z, λ) ∈ H × Ω. It is easy to see that the SPMQVI (2.1) reduces to the fol-
lowing system of parametric problems: for each given λ ∈ Ω and w1, w2 ∈ H,
find (x, y) = (x(λ), y(λ)) ∈ H × H, a = a(x, λ) ∈ A(x, λ), b = b(x, λ) ∈ B(x, λ),
c = c(y, λ) ∈ C(y, λ), d = d(y, λ) ∈ D(y, λ), e = e(y, λ) ∈ E(y, λ), g(x, λ) ∈ G(x, λ),
f = f(x, λ) ∈ F (x, λ), q = q(x, λ) ∈ Q(x, λ), and s = s(x, λ) ∈ S(x, λ) such that

(2.6)





〈N1(a, b, c, d, λ)− w1, u− (g −m)(x, λ)〉
≥ ϕ((g −m)(x, λ), e, λ)− ϕ(u, e, λ), ∀ u ∈ H,

〈y − x− w2 + µN2(f, q, λ), u− y〉 ≥ µψ(y, s, λ)− µψ(u, s, λ), ∀ u ∈ H,
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where µ > 0 is a constant.
(VI) If G = g is a single-valued mapping, w1 = w2 = m = 0, K1,K2 : H×Ω → 2H

are two set-valued mappings such that for each (e, λ), (s, λ) ∈ H × Ω, K1(e, λ)
and K2(s, λ) are both closed convex subsets of H, and ϕ(·, e, λ) = IK1(e,λ)(·) and
ψ(·, s, λ) = IK2(s,λ)(·) are the indicator functions of K1(e, λ) and K2(s, λ) respec-
tively, i.e.,

IK1(e,λ)(u) =

{
0, if u ∈ K1(e, λ),
+∞, otherwise,

IK2(s,λ)(u) =

{
0, if u ∈ K2(s, λ),
+∞, otherwise,

then the parametric problem (2.6) collapses to the following system of parametric
quasi-variational inequalities problems: for each given λ ∈ Ω and w1, w2 ∈ H, find
(x, y) = (x(λ), y(λ)) ∈ H × H, a = a(x, λ) ∈ A(x, λ), b = b(x, λ) ∈ B(x, λ), c =
c(y, λ) ∈ C(y, λ), d = d(y, λ) ∈ D(y, λ), e = e(y, λ) ∈ E(y, λ), g = g(x, λ) ∈ G(x, λ),
f = f(x, λ) ∈ F (x, λ), q = q(x, λ) ∈ Q(x, λ), and s = s(x, λ) ∈ S(x, λ) such that
(g −m)(x, λ) ∈ K1(e, λ), y ∈ K2(s, λ) and

(2.7)

{
〈N1(a, b, c, d, λ)− w1, u− g(x, λ)〉 ≥ 0, ∀ u ∈ K1(e, λ),
〈y − x− w2 + µN2(f, q, λ), u− y〉 ≥ 0, ∀ u ∈ K2(s, λ),

where µ > 0 is a constant.
In brief, for appropriate and suitable choices of m, A,B, C, D, E, F, G, Q, S,

N1, N2 M1 and M2, it is easy to see that the SPMQVI (2.1) includes a number of sys-
tems of (parametric) mixed quasi-variational inclusions, (parametric) mixed quasi-
variational inclusions, systems of (parametric) mixed quasi-variational inequalities
and (parametric) mixed quasi-variational inequalities studied by many authors as
special cases.

Definition 2.1. Let M : H × H × Ω → 2H be a set-valued mapping such that
for each fixed (z, λ) ∈ H × Ω, M(·, z, λ) : H → 2H is maximal monotone. The
parametric implicit resolvent operator J

M(·,z,λ)
ρ : H → H is defined by

JM(·,z,λ)
ρ (u) = (I + ρM(·, z, λ))−1(u), ∀ u ∈ H,

where I is the identity mapping on H and ρ > 0 is a constant.

It is well-known that for each (z, λ) ∈ H × Ω, J
M(·,z,λ)
ρ is a single-valued nonex-

pansive mapping.
From the definition of parametric implicit resolvent operator, we have the follow-

ing lemma.

Lemma 2.1. For each fixed λ ∈ Ω, (x, y) = (x(λ), y(λ)) ∈ H ×H, a = a(x, λ) ∈
A(x, λ), b = b(x, λ) ∈ B(x, λ), c = c(y, λ) ∈ C(y, λ), d = d(y, λ) ∈ D(y, λ),
e = e(y, λ) ∈ E(y, λ), g = g(x, λ) ∈ G(x, λ), f = f(x, λ) ∈ F (x, λ), q = q(x, λ) ∈
Q(x, λ), and s = s(x, λ) ∈ S(x, λ) is a solution of the SPMQVI (2.1) if and only if{

(g −m)(x, λ) = J
M1(·,e,λ)
ρ [(g −m)(x, λ) + ρ(w1 −N1(a, b, c, d, λ)],

y = J
M2(·,s,λ)
µ [x + w2 − µN2(f, q, λ)],
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where ρ > 0 and µ > 0 are constants.

Now, define a set-valued mapping R : H × Ω → 2H by

R(x, λ) =
⋃

f∈F (x,λ),q∈Q(x,λ),s∈S(x,λ)

JM2(·,s,λ)
µ [x+w2−µN2(f, q, λ)], ∀ (x, λ) ∈ H×Ω,

and define a set-valued mapping T : H × Ω → 2H by

T (x, λ) = {u ∈ H : ∃ y ∈ R(x, λ) such that

u ∈
⋃

a∈A(x,λ),b∈B(x,λ),g∈G(x,λ),c∈C(y,λ),d∈D(y,λ),e∈E(y,λ)

[x− (g −m)(x, λ)

+ JM1(·,e,λ)
ρ ((g −m)(x, λ) + ρ(w1 −N1(a, b, c, d, λ))]}, ∀ (x, λ) ∈ H × Ω.

By the definition of set-valued mappings R and T , we have the following result.

Lemma 2.2. For each fixed λ ∈ Ω, (x, y) = (x(λ), y(λ)) ∈ H ×H, a = a(x, λ) ∈
A(x, λ), b = b(x, λ) ∈ B(x, λ), c = c(x, λ) ∈ C(y, λ), d = d(y, λ) ∈ D(y, λ),
g = g(x, λ) ∈ G(x, λ), e = e(y, λ) ∈ E(y, λ), f = f(x, λ) ∈ F (x, λ), q = q(x, λ) ∈
Q(x, λ), s = s(x, λ) ∈ S(x, λ) is a solution of the SPMQVI (2.1) if and only if
x = x(λ) is a fixed point of T (x, λ).

Proof. If (x, y, a, b, c, d, g, e, f, q, s) is a solution of the SPMQVI (2.1), by Lemma
2.1, we have y ∈ R(x, λ) and x = x(λ) ∈ T (x, λ), i.e., x = x(λ) is a fixed point of T .
Conversely, if x = x(λ) is a fixed point of T (x, λ), then there exists y = y(x, λ) ∈
R(x, λ), a = a(x, λ) ∈ A(x, λ), b = b(x, λ) ∈ B(x, λ), c = c(y, λ) ∈ C(y, λ),
d = d(y, λ) ∈ D(y, λ), g = g(x, λ) ∈ G(x, λ), e = e(y, λ) ∈ E(y, λ) such that

(g −m)(x, λ) = JM1(·,e,λ)
ρ [(g −m)(x, λ) + ρ(w1 −N1(a, b, c, d, λ)].

From y = y(x, λ) ∈ R(x, λ) it follows that there exist q = q(x, λ) ∈ Q(x, λ),
f = f(x, λ) ∈ F (x, λ), and s = s(x, λ) ∈ S(x, λ) such that

y = JM2(·,s,λ)
µ [x + w2 − µN2(f, q, λ)].

By Lemma 2.1, (x, y, a, b, c, d, g, e, f, q, s) is a solution of the SPMQVI (2.1). ¤
Remark 2.1. By Lemma 2.2, we observe that the sensitivity analysis of the solution
set of the SPMQVI (2.1) with respect to the parameter λ ∈ Ω is essentially the
sensitivity analysis of the fixed point set of the set-valued mapping T (x, λ) with
respect to the parameter λ ∈ Ω.

Lemma 2.3 ([9]). Let (X, d) be a complete metric space and T1, T2 : X → C(X)
be two set-valued contractive mappings with same contractive constants θ ∈ (0, 1),
i.e.,

H̃(Ti(x), Ti(y)) ≤ θd(x, y), ∀ x, y ∈ X, i = 1, 2.

Then
H̃(F (T1), F (T2)) ≤ 1

1− θ
supx∈XH̃(T1(x), T2(x)),

where F (T1) and F (T2) are fixed-point sets of T1 and T2, respectively.

Definition 2.2. Let N1 : H ×H ×H ×H ×Ω → H and N2 : H ×H ×Ω → H be
single-valued mappings and A,B, F,G : H × Ω → C(H) be set-valued mappings.
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(i) G is said to be αG-strongly monotone in first argument if there exists αG > 0
such that

〈g − ḡ, x− x̄〉 ≥ αG‖x− x̄‖2, ∀ (x, x̄, λ) ∈ H ×H × Ω, g ∈ G(x, λ), ḡ ∈ G(x̄, λ);

(ii) G is said to be `G-Lipschitz continuous in first argument if there exists
`G > 0 such that

H̃(G(x, λ), G(x̄, λ)) ≤ `G‖x− x̄‖, ∀ (x, x̄, λ) ∈ H ×H × Ω;

(iii) N1 is said to be αA,B-mixed strongly monotone in first and second argument
with respect to A and B if there exists αA,B > 0 such that

〈N1(a, b, c, d, λ)−N1(ā, b̄, c, d, λ), x− x̄〉 ≥ αA,B‖x− x̄‖2

for all (x, x̄, c, d, λ) ∈ H ×H ×H ×H × Ω, , a ∈ A(x, λ), b ∈ B(x, λ), ā ∈
A(x̄, λ), b̄ ∈ B(x̄, λ);

(iv) N1 is said to be `1-`2-mixed Lipschitz continuous in first and second argu-
ments if there exists `1 > 0 and `2 > 0 such that

‖N1(a, b, c, d, λ)−N1(ā, b̄, c, d, λ)‖ ≤ `1‖a−ā‖+`1‖b−b̄‖, ∀ a, b, c, d, ā, b̄ ∈ H, λ ∈ Ω;

(v) N2 is said to be αF -strongly monotone in first argument with respect to F
if there exists αF > 0 such that

〈N2(f, q, λ)−N2(f̄ , q, λ), x− x̄〉 ≥ αF ‖x− x̄‖2,

∀ x, x̄, q ∈ H, λ ∈ Ω, f ∈ F (x, λ), f̄ ∈ F (x̄, λ);

3. Existence and sensitivity analysis

Theorem 3.1. Let A,B, C, D, E, F, G,Q, S : H × Ω → C(H) be set-valued map-
pings, and m : H×Ω → H, N1 : H×H×H×H×Ω → H and N2 : H×H×Ω → H
be single-valued mappings. Let M1,M2 : H ×H × Ω → 2H be set-valued mappings
such that for each (z, λ) ∈ H × Ω, M1(·, z, λ),M2(·, z, λ) : H → 2H are both maxi-
mal monotone with (G−m)(H×{λ}) ⋂

dom M1(·, z, λ) 6= ∅. Suppose the following
conditions are satisfied:

(i) A,B, C, D, E, F, G,Q, S, m are all Lipschitz continuous in first argument
with Lipschitz constants `A, `B, `C , `D, `E, `F , `G, `Q, `S, `m, respectively;

(ii) G is αG-strongly monotone in first argument:
(iii) N1(·, ·, ·, ·, ·, ) is αA,B-mixed strongly monotone in first and second arguments

with respect to A and B, mixed `1-`2-Lipschitz continuous in first and sec-
ond arguments, and mixed `3-`4-Lipschitz continuous in third and fourth
arguments;

(iv) N2(·, ·, ·) is αF -strongly monotone in first argument with respect to F , k1-
Lipschitz continuous in first argument, and k2-Lipschitz continuous in sec-
ond argument.

Further assume that there exist σ, η > 0 satisfying

(3.1) ‖JM1(·,e,λ)
ρ (u)− JM1(·,ē,λ)

ρ (u)‖ ≤ σ‖e− ē‖, ∀ e, ē, u ∈ H, λ ∈ Ω,

(3.2) ‖JM2(·,s,λ)
µ (u)− JM2(·,s̄,λ)

µ (u)‖ ≤ η‖s− s̄‖, ∀ s, s̄, u ∈ H, λ ∈ Ω.
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If
(3.3)



Θ1 = 2(`m +
√

1− 2αG + `2
G), Γ1 = `1`A + `2`B, Γ2 = `3`C + `4`D,

Θ2 =
√

1− 2µαF + µ2k2
1`

2
F + µk2

2`q + η`S , Θ1 + σ`E < 1,

αA,B > (1−Θ1 − σ`E)Γ2 +
√

(Γ2
1 − Γ2

2)(Θ1 + σ`E)(2−Θ1 − σ`E),

|ρ− αA,B−Γ2(1−Θ1−σ`E)

Γ2
1−Γ2

2
|≤
√

[αA,B−(1−Θ1−σ`E)Γ2]2−(Γ2
1−Γ2

2)(Θ1+σ`E)(2−Θ1−σ`E)

Γ2
1−Γ2

2

η`S < 1 k2`Q < k1`F , αF > k2`Q(1− η`S) +
√

2η`S(1− η`S)(k2
1`

2
F − k2

2`
2
Q)

|µ− αF−k2`Q(1−η`S)

k2
1`2F−k2

2`2Q
| ≤

q
[αF−k2`Q(1−η`S)]2−η`S(2−η`S)(k2

1`2F−k2
2`2Q)

k2
1`2F−k2

2`2Q
,

Then for each λ ∈ Ω, the solution set Sol(λ) = {(x, y) ∈ H × H : ∃ y ∈
R(x, λ) such that x ∈ T (x, λ)} of the SPMQVI (2.1) is nonempty and closed in
H ×H.

Proof. For each (x, y, λ) ∈ H × H × Ω, since A(x, λ), B(x, λ), C(y, λ), D(y, λ),
E(y, λ), F (x, λ), G(x, λ), Q(x, λ), S(x, λ),∈ C(H), and J

M1(·,e,λ)
ρ and J

M2(·,s,λ)
µ are

continuous, we have R(x, λ) ∈ C(H) and T (x, λ) ∈ C(H). Now for each fixed
λ ∈ Ω, we prove that T (x, λ) is a set-valued contractive mapping. For any x ∈ H
and any z ∈ T (x, λ), there exist y ∈ R(x, λ) such that

z ∈
⋃

a∈A(x,λ),b∈B(x,λ),g∈G(x,λ),c∈C(y,λ),d∈D(y,λ),e∈E(y,λ)

[x− (g −m)(x, λ)

+ JM1(·,e,λ)
ρ ((g −m)(x, λ) + ρ(w1 −N1(a, b, c, d, λ))].

Hence there exist a = a(x, λ) ∈ A(x, λ), b = b(x, λ) ∈ B(x, λ), g = g(x, λ) ∈ G(x, λ),
c = c(y, λ) ∈ C(y, λ), d = d(y, λ) ∈ D(y, λ), and e = e(y, λ) ∈ E(y, λ) such that

(3.4) z = x− (g −m)(x, λ) + JM1(·,e,λ)
ρ [(g −m)(x, λ) + ρ(w1 −N1(a, b, c, d, λ))].

From y ∈ R(x, λ) it follows that there exist f = f(x, λ) ∈ F (x, λ), q = q(x, λ) ∈
Q(x, λ), and s = s(x, λ) ∈ S(x, λ) such that

(3.5) y = JM2(·,s,λ)
µ [x + w2 − µN2(f, q, λ)].

For any x̄ ∈ H, since F (x̄, λ), Q(x̄, λ), S(x̄, λ) ∈ C(H), there exist f̄ ∈ F (x̄, λ),
q̄ ∈ Q(x̄, λ), s̄ ∈ S(x̄, λ) such that

‖f − f̄‖ ≤ H̃(F (x, λ), F (x̄, λ)), ‖q − q̄‖ ≤ H̃(Q(x, λ), Q(x̄, λ)),

‖s− s̄‖ ≤ H̃(S(x, λ), S(x̄, λ)).

Let

(3.6) ȳ = JM2(·,s̄,λ)
µ [x̄ + w2 − µN2(f̄ , q̄, λ)].

Then we have ȳ ∈ R(x̄, λ). Since A(x̄, λ), B(x̄, λ), G(x̄, λ), C(ȳ, λ), D(ȳ, λ),
E(ȳ, λ) ∈ C(H), there exist ā = ā(x̄, λ) ∈ A(x̄, λ), b̄ = b̄(x̄, λ) ∈ B(x̄, λ), ḡ =
ḡ(x̄, λ) ∈ G(x̄, λ), c̄ = c̄(ȳ, λ) ∈ C(ȳ, λ), d̄ = d̄(ȳ, λ) ∈ D(ȳ, λ), ē = ē(ȳ, λ) ∈ D(ȳ, λ),
such that

‖a− ā‖ ≤ H̃(A(x, λ), A(x̄, λ)), ‖b− b̄‖ ≤ H̃(B(x, λ), B(x̄, λ)),
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‖g − ḡ‖ ≤ H̃(G(x, λ), G(x̄, λ)), ‖c− c̄‖ ≤ H̃(C(y, λ), C(ȳ, λ)),

‖d− d̄‖ ≤ H̃(D(y, λ), D(ȳ, λ)), ‖e− ē‖ ≤ H̃(E(y, λ), E(ȳ, λ)).

Let

(3.7) w = x̄− (ḡ −m)(x̄, λ) + JM1(·,ē,λ)
ρ ((ḡ −m)(x̄, λ) + ρ(w1 −N1(ā, b̄, c̄, d̄, λ))].

Then we have w ∈ T (x̄, λ).
It follows from (3.4) and (3.7) that

‖z − w‖ = ‖x− (g −m)(x, λ) + JM1(·,e,λ)
ρ ((g −m)(x, λ)(3.8)

+ ρ(w1 −N1(a, b, c, d, λ)))− [x̄− (ḡ −m)(x̄, λ)

+ JM1(·,ē,λ)
ρ ((ḡ −m)(x̄, λ) + ρ(w1 −N1(ā, b̄, c̄, d̄, λ)))]‖

≤ ‖x− x̄− (g(x, λ)− ḡ(x̄, λ)‖+ ‖m(x, λ)−m(x̄, λ)‖
+ ‖JM1(·,e,λ)

ρ ((g −m)(x, λ) + ρ(w1 −N1(a, b, c, d, λ)))

− JM1(·,e,λ)
ρ ((ḡ −m)(x̄, λ) + ρ(w1 −N1(ā, b̄, c̄, d̄, λ)))‖

+ ‖JM1(·,e,λ)
ρ ((ḡ −m)(x̄, λ) + ρ(w1 −N1(ā, b̄, c̄, d̄, λ)))‖

− JM1(·,ē,λ)
ρ ((ḡ −m)(x̄, λ) + ρ(w1 −N1(ā, b̄, c̄, d̄, λ)))‖

≤ 2‖x− x̄− (g(x, λ)− ḡ(x̄, λ))‖+ 2‖m(x, λ)−m(x̄, λ)‖
+ ‖x− x̄− ρ(N1(a, b, c, d, λ)−N1(ā, b̄, c, d, λ))‖
+ ρ‖N1(ā, b̄, c, d, λ)−N1(ā, b̄, c̄, d̄, λ)‖+ σ‖e− ē‖.

Since G is αG-strongly monotone and `G-Lipschitz continuous in first argument,
we have

‖x− x̄− (g(x, λ)− ḡ(x̄, λ))‖2

= ‖x− x̄‖2 − 2〈g(x, λ)− ḡ(x̄, λ), x− x̄〉+ ‖g(x, λ)− ḡ(x̄, λ)‖2

≤ ‖x− x̄‖2 − 2αG‖x− x̄‖2 + [H̃(G(x, λ), G(x̄, λ)]2

≤ (1− 2αG + `2
G)‖x− x̄‖2,

and hence

(3.9) ‖x− x̄− (g(x, λ)− ḡ(x̄, λ))‖ ≤
√

1− 2αG + `2
G ‖x− x̄‖.

Since m is `m-Lipschitz continuous in first argument, we have

(3.10) ‖m(x, λ)−m(x̄, λ)‖ ≤ `m‖x− x̄‖.
Since N1(·, ·, ·, ·, ·, ) is αA,B-mixed strongly monotone in first and second arguments
with respect to A and B, mixed `1-`2-Lipschitz continuous, and A and B are `A-
Lipschitz continuous and `B-Lipschitz continuous respectively, we have

‖x− x̄− ρ(N1(a, b, c, d, λ)−N1(ā, b̄, c, d, λ))‖2

≤ ‖x− x̄‖2 − 2ρ〈N1(a, b, c, d, λ)−N1(ā, b̄, c, d, λ), x− x̄〉
+ ρ2‖N1(a, b, c, d, λ)−N1(ā, b̄, c, d, λ)‖2

≤ ‖x− x̄‖2 − 2ραA,B‖x− x̄‖2 + ρ2(`1‖a− ā‖+ `2‖b− b̄‖)2
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≤ (1− 2ραA,B + ρ2(`1`A + `2`B)2)‖x− x̄‖2,

and hence we have

(3.11) ‖x−x̄−ρ(N1(a, b, c, d, λ)−N1(ā, b̄, c, d, λ))‖ ≤
√

1− 2ραA,B + ρ2Γ2
1 ‖x−x̄‖2.

Since N1(·, ·, ·, ·, ·, ) are mixed `3-`4-Lipschitz continuous in third and fourth ar-
guments, and C and D are `C-Lipschitz continuous and `D-Lipschitz continuous
respectively, we have

‖N1(ā, b̄, c, d, λ)−N1(ā, b̄, c̄, d̄, λ)‖(3.12)

≤ `3‖c− c̄‖+ `4‖d− d̄‖ ≤ `3H̃(C(y, λ), C(ȳ, λ)) + `4H̃(D(y, λ), D(ȳ, λ))

≤ (`3`C + `4`D)‖y − ȳ‖ = Γ2‖y − ȳ‖.
Sine E is `E-Lipschitz continuous in first argument, we have

(3.13) ‖e− ē‖ ≤ H̃(E(y, λ), E(ȳ, λ)) ≤ `E‖y − ȳ‖.
From (3.8)–(3.13) it follows that

‖z − w‖ ≤ [2(`m +
√

1− 2αG + `2
G ) +

√
1− 2ραA,B + ρ2Γ2

1 ] ‖x− x̄‖(3.14)

+ [ρΓ2 + σ`E ]‖y − ȳ‖
= [Θ1 +

√
1− 2ραA,B + ρ2Γ2

1]‖x− x̄‖+ [ρΓ2 + σ`E ]‖y − ȳ‖,

where Θ1 = 2(`m +
√

1− 2αG + `2
G). By (3.5) and (3.6), we have

‖y − ȳ‖(3.15)

= ‖JM2(·,s,λ)
µ (x + w2 − µN2(f, q, λ))− JM2(·,s̄,λ)

µ (x̄ + w2 − µN2(f̄ , q̄, λ))‖
≤ ‖JM2(·,s,λ)

µ (x + w2 − µN2(f, q, λ))− JM2(·,s,λ)
µ (x̄ + w2 − µN2(f̄ , q̄, λ))‖

+ ‖JM2(·,s,λ)
µ (x̄ + w2 − µN2(f̄ , q̄, λ))− JM2(·,s̄,λ)

µ (x̄ + w2 − µN2(f̄ , q̄, λ))‖
≤ ‖x− x̄− µ(N2(f, q, λ)−N2(f̄ , q̄, λ))‖+ η‖s− s̄‖.
≤ ‖x− x̄− µ(N2(f, q, λ)−N2(f̄ , q, λ))‖+ µ‖N2(f̄ , q, λ)−N2(f̄ , q̄, λ))‖

+ η‖s− s̄‖.
Since N2(·, ·, ·) is αF -strongly monotone in first argument with respect to F , k1-
Lipschitz continuous in first argument, and F is `F -Lipschitz continuous, we have

‖x− x̄− µ(N2(f, q, λ)−N2(f̄ , q, λ))‖2

= ‖x− x̄‖2 − 2µ〈N2(f, q, λ)−N2(f̄ , q, λ), x− x̄〉+ µ2‖N2(f, q, λ)−N2(f̄ , q, λ)‖2

≤ ‖x− x̄‖2 − 2µαF ‖x− x̄‖2 + µ2k2
1‖f − f̄‖2

≤ (1− 2µαF + µ2k2
1`

2
F )‖x− x̄‖2.

It follows that

(3.16) ‖x− x̄− µ(N2(f, q, λ)−N2(f̄ , q, λ))‖ ≤
√

1− 2µαF + µ2k2
1`

2
F ‖x− x̄‖.
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Since N2(·, ·, ·) is k2-Lipschitz continuous in second argument and Q is `Q-Lipschitz
continuous, we have

(3.17) ‖N2(f̄ , q, λ)−N2(f̄ , q̄, λ))‖ ≤ k2‖q − q̄‖ ≤ k2`Q‖x− x̄‖.
Since S is `S-Lipschitz continuous, we have

(3.18) ‖s− s̄‖ ≤ H̃(S(x, λ), S(x̄, λ)) ≤ `S‖x− x̄‖.
From (3.15)–(3.18) it follows that

(3.19) ‖y − ȳ‖ ≤ (
√

1− 2µαF + µ2k2
1`

2
F + µk2`Q + η`S) ‖x− x̄‖ = Θ2‖x− x̄‖.

where Θ2 =
√

1− 2µαF + µ2k2
1`

2
F +µk2`Q+η`S . The condition (3.3) implies Θ2 < 1.

By (3.14) and (3.19), we have

‖z − w‖ ≤ [Θ1 +
√

1− 2ραA,B + ρ2Γ2
1 + ρΓ1 + σ`E ]‖x− x̄‖ = Θ‖x− x̄‖,

where Θ = Θ1 +
√

1− 2ραA,B + ρ2Γ2
1 + ρΓ2 + σ`E . The condition (3.3) implies

Θ < 1.
Hence we have

d(z, T (x̄, λ)) = infu∈T (x̄,λ)‖z − u‖ ≤ ‖z − w‖ ≤ Θ‖x− x̄‖.
Since z ∈ T (x, λ) is arbitrary, we obtain

supz∈T (x,λ)d(z, T (x̄, λ)) ≤ Θ‖x− x̄‖.
By using same argument, we can prove

supw∈T (x̄,λ)d(T (x, λ), w) ≤ Θ‖x− x̄‖.
By the definition of the Hausdorff metric H̃ on C(H), we obtain that for all
(x, x̄, λ) ∈ H ×H × Ω,

H̃(T (x, λ), T (x̄, λ)) ≤ Θ‖x− x̄‖,
i.e., T (x, λ) is a set-valued contractive mapping which is uniform with respect to
λ ∈ Ω. By a fixed point theorem of Nadler [12], for each λ ∈ Ω, T (x, λ) has a
fixed point x(λ) ∈ H, i.e., x(λ) ∈ T (x(λ), λ). By Lemma 2.1 and Lemma 2.2, for
each λ ∈ Ω, there exist (x, y) = (x(λ), y(λ)) ∈ H × H, a = a(x, λ) ∈ A(x, λ),
b = b(x, λ) ∈ B(x, λ), c = c(y, λ) ∈ C(y, λ), d = d(y, λ) ∈ D(y, λ), e = e(y, λ) ∈
E(y, λ), g = g(x, λ) ∈ G(x, λ), f = f(x, λ) ∈ F (x, λ), q = q(x, λ) ∈ Q(x, λ), and
s = s(x, λ) ∈ S(x, λ) such that

{
(g −m)(x, λ) = J

M1(·,e,λ)
ρ [(g −m)(x, λ) + ρ(w1 −N1(a, b, c, d, λ)],

y = J
M2(·,s,λ)
µ [x + w2 − µN2(f, q, λ)],

i.e., (x, y, a, b, c, d, g, e, f, q, s) is a solution of the SPMQVI (2.1). Hence the solution
set Sol(λ) of the SPMQVI (2.1) is nonempty .

For each λ ∈ Ω, let (xn, yn) = (xn(λ), yn(λ)) be a sequence such that yn(λ) ∈
R(xn(λ), λ), xn(λ) ∈ T (xn(λ), λ), xn(λ) → x0(λ) and yn(λ) → y0(λ), as n → ∞.
Hence there exist an = an(xn, λ) ∈ A(xn, λ), bn = bn(xn, λ) ∈ B(xn, λ), cn =
cn(yn, λ) ∈ C(yn, λ), dn = dn(yn, λ) ∈ D(yn, λ), en = en(yn, λ) ∈ E(yn, λ), gn =
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gn(xn, λ) ∈ G(xn, λ), fn = fn(xn, λ) ∈ F (xn, λ), qn = qn(xn, λ) ∈ Q(xn, λ), and
sn = s(xn, λ) ∈ S(xn, λ) such that

{
(gn −m)(xn, λ) = J

M1(·,en,λ)
ρ [(gn −m)(xn, λ) + ρ(w1 −N1(an, bn, cn, dn, λ)],

yn = J
M2(·,sn,λ)
µ [xn + w2 − µN2(fn, qn, λ)],

Since A,B, C, D, E, F, G,Q, S, m,N1 and N2 all are Lipschitz continuous, and
J

M1(·,e,λ)
ρ and J

M2(·,s,λ)
ρ are nonexpansive and satisfy the conditions (3.1) and (3.2), it

is easy to show that an → a0 = a0(x0, λ) ∈ A(x0, λ), bn → b0 = b0(x0, λ) ∈ B(x0, λ),
cn → c0 = c0(y0, λ) ∈ C(y0, λ), dn → d0 = d0(yn, λ) ∈ D(y0, λ), en → e0 =
e0(y0, λ) ∈ E(y0, λ), gn → g0(x0, λ) ∈ G(x0, λ), fn → f0 = f0(x0, λ) ∈ F (x0, λ),
qn → q0 = q0(x0, λ) ∈ Q(x0, λ) and sn → s0 = s(x0, λ) ∈ S(x0, λ) such that

{
(g0 −m)(x0, λ) = J

M1(·,e0,λ)
ρ [(g0 −m)(x0, λ) + ρ(w1 −N1(a0, b0, c0, d0, λ)],

y0 = J
M2(·,s0,λ)
µ [x0 + w2 − µN2(f0, q0, λ)],

By Lemma 2.1, (x0, y0, a0, b0, c0, d0, g0, e0, s0, f0, q0) is a solution of the SPMQVI
(2.1) and for each λ ∈ Ω, the solution set Sol(λ) = {(x, y) ∈ H × H : ∃ y ∈
R(x, λ) such that x ∈ T (x, λ)} of the SPMQVI (2.1) is closed in H ×H. ¤

Theorem 3.2. Under the hypotheses of Theorem 3.1, further assume
(i) A,B, C, D, E, F, G,Q, S, m are all Lipschitz continuous in second arguments

with Lipschitz constants LA, LB, LC , LD, LE, LF , LG, LQ, LS, Lm, re-
spectively;

(ii) N1 and N2 are Lipschitz continuous in fifth argument and third argument
with Lipschitz constants L5 and L3, respectively;

(iii) there exist ξ, θ > 0 such that for any (e, s, u) ∈ H ×H ×H, λ1, λ2 ∈ Ω,

‖JM1(·,e,λ1)
ρ (u)− JM1(·,e,λ2)

ρ (u)‖ ≤ ξ‖λ1 − λ2‖,(3.20)

‖JM2(·,s,λ1)
µ (u)− JM2(·,s,λ2)

µ (u)‖ ≤ θ‖λ1 − λ2‖.(3.21)

Then the solution set Sol(λ) = {(x(λ), y(λ)) ∈ H × H : ∃ y(λ) ∈ R(x(λ), λ) such
that x(λ) ∈ T (x(λ), λ)} of the SPMQVI (2.1) is Lipschitz continuous with respect
to the parameter λ ∈ Ω.

Proof. For any given λ1, λ2 ∈ Ω, by Theorem 3.1, Sol(λ1) and Sol(λ2) are both
nonempty closed subsets of H ×H. By the proof of Theorem 3.1, T (·, λ1) : H →
C(H) and T (·, λ2) : H → C(H) are both set-valued contractive mappings with
same contractive constant Θ ∈ (0, 1). Let F1(λ1) and F2(λ2) denote the fixed point
sets of T (·, λ1) and T (·, λ2). By Lemma 2.3, we obtain

(3.22) H̃(F1(λ1), F2(λ2)) ≤ 1
1−Θ

supx∈HH̃(T (x, λ1), T (x, λ2)).

For each fixed x ∈ X and any z ∈ T (x, λ1), there exists y ∈ R(x, λ1) such that

z ∈
⋃

a∈A(x,λ1),b∈B(x,λ1),g∈G(x,λ1),c∈C(y,λ1),d∈D(y,λ1),e∈E(y,λ1)

[x− (g −m)(x, λ1)

+ JM1(·,e,λ1)
ρ ((g −m)(x, λ1) + ρ(w1 −N1(a, b, c, d, λ1))].
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Hence there exist a = a(x, λ1) ∈ A(x, λ1), b = b(x, λ1) ∈ B(x, λ1), c = c(y, λ1) ∈
C(y, λ1), d = d(y, λ1) ∈ D(y, λ1), e = e(y, λ1) ∈ E(x, λ1), and g = g(x, λ1) ∈
G(x, λ1) such that

(3.23) z = x−(g−m)(x, λ1)+JM1(·,e,λ1)
ρ ((g−m)(x, λ1)+ρ(w1−N1(a, b, c, d, λ1))].

From y ∈ R(x, λ1) it follows that there exist f = f(x, λ1) ∈ F (x, λ1), q =
q(x, λ1) ∈ Q(x, λ1), and s = s(x, λ1) ∈ S(x, λ1) such that

(3.24) y = JM2(·,s,λ1)
µ [x + w2 − µN2(f, q, λ1)].

Since F (x, λ2), Q(x, λ2), S(x, λ2) ∈ C(H), there exist f̄ = f̄(x, λ2) ∈ F (x, λ2),
q̄ = q̄(x, λ2) ∈ Q(x, λ2), s̄ = s̄(x, λ2) ∈ S(x, λ2) such that

‖f − f̄‖ ≤ H̃(F (x, λ1), F (x, λ2)), ‖q − q̄‖ ≤ H̃(Q(x, λ1), Q(x, λ2)),

‖s− s̄‖ ≤ H̃(S(x, λ1), S(x, λ2)).

Let

(3.25) ȳ = JM2(·,s̄,λ2)
µ [x + w2 − µN2(f̄ , q̄, λ2)].

Then we have ȳ ∈ R(x, λ2). Since A(x, λ2), B(x, λ2), C(ȳ, λ2), D(ȳ, λ2), E(ȳ, λ2),
G(x, λ2) ∈ C(H), there exist ā = ā(x, λ2) ∈ A(x, λ2), b̄ = b̄(x, λ2) ∈ B(x, λ2),
c̄ = c̄(ȳ, λ2) ∈ C(ȳ, λ2), d̄ = d̄(ȳ, λ2) ∈ D(ȳ, λ2), ē = ē(ȳ, λ2) ∈ E(ȳ, λ2), ḡ =
ḡ(x, λ2) ∈ G(x, λ2) such that

‖a− ā‖ ≤ H̃(A(x, λ1), A(x, λ2)), ‖b− b̄‖ ≤ H̃(B(x, λ1), B(x, λ2)),

‖c− c̄‖ ≤ H̃(C(y, λ1), C(ȳ, λ2)), ‖d− d̄‖ ≤ H̃(D(y, λ1), D(ȳ, λ2)),

‖e− ē‖ ≤ H̃(E(y, λ1), E(ȳ, λ2)), ‖g − ḡ‖ ≤ H̃(G(x, λ1), G(x, λ2)).
Let

(3.26) w = x−(ḡ−m)(x, λ2)+JM1(·,ē,λ2)
ρ ((ḡ−m)(x, λ2)+ρ(w1−N1(ā, b̄, c̄, d̄, λ2))].

Then we have w ∈ T (x, λ2). It follows that

‖z − w‖
(3.27)

= ‖x− (g −m)(x, λ1) + JM1(·,e,λ1)
ρ ((g −m)(x, λ1) + ρ(w1 −N1(a, b, c, d, λ1)))

− [x− (ḡ −m)(x, λ2) + JM1(·,ē,λ2)
ρ ((ḡ −m)(x, λ2) + ρ(w1 −N1(ā, b̄, c̄, d̄, λ2)))]‖

≤ ‖(g(x, λ1)− ḡ(x, λ2)‖+ ‖m(x, λ1)−m(x, λ2)‖
+ ‖JM1(·,e,λ1)

ρ ((g −m)(x, λ1) + ρ(w1 −N1(a, b, c, d, λ1)))

− JM1(·,e,λ1)
ρ ((ḡ −m)(x, λ2) + ρ(w1 −N1(ā, b̄, c̄, d̄, λ2)))‖

+ ‖JM1(·,e,λ1)
ρ ((ḡ −m)(x, λ2) + ρ(w1 −N1(ā, b̄, c̄, d̄, λ2)))‖

− JM1(·,ē,λ1)
ρ ((ḡ −m)(x̄, λ2) + ρ(w1 −N1(ā, b̄, c̄, d̄, λ2)))‖

+ ‖JM1(·,ē,λ1)
ρ ((ḡ −m)(x, λ2) + ρ(w1 −N1(ā, b̄, c̄, d̄, λ2)))‖

− JM1(·,ē,λ2)
ρ ((ḡ −m)(x̄, λ2) + ρ(w1 −N1(ā, b̄, c̄, d̄, λ2)))‖

≤ 2‖g(x, λ1)− ḡ(x, λ2)‖+ 2‖m(x, λ1)−m(x, λ2)‖
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+ ρ‖N1(a, b, c, d, λ1)−N1(ā, b̄, c̄, d̄, λ2)‖+ σ‖e− ē‖+ ξ‖λ1 − λ2‖
≤ 2(LG + Lm)‖λ1 − λ2‖+ ρ‖N1(a, b, c, d, λ1)−N1(ā, b̄, c, d, λ1)‖

+ ρ‖N1(ā, b̄, c, d, λ1)−N1(ā, b̄, c̄, d̄, λ1)‖+ ρ‖N1(ā, b̄, c̄, d̄, λ1)−N1(ā, b̄, c̄, d̄, λ2)‖
+ σ‖e− ē‖+ ξ‖λ1 − λ2‖

≤ 2(LG + Lm)‖λ1 − λ2‖+ ρ(`1‖a− ā‖+ `2‖b− b̄‖+ `3‖c− c̄‖+ `4‖d− d̄‖)
+ L5‖λ1 − λ2‖+ σ‖e− ē‖+ ξ‖λ1 − λ2‖

≤ (2LG + 2Lm + ξ + L5)‖λ1 − λ2‖+ ρ(`1H̃(A(x, λ1), A(x, λ2))

+ `2H̃(B(x, λ1), B(x, λ2)) + `3H̃(C(y, λ1), C(ȳ, λ2))

+ `4H̃(D(y, λ1), D(ȳ, λ2)) + σH̃(E(y, λ1), E(ȳ, λ2))

≤ (2LG + 2Lm + ξ + L5 + ρ(`1LA + `2LB))‖λ1 − λ2‖
+ ρ`3[H̃(C(y, λ1), C(ȳ, λ1)) + H̃(C(ȳ, λ1), C(ȳ, λ2))]

+ ρ`4[H̃(D(y, λ1), D(ȳ, λ1)) + H̃(D(ȳ, λ1), D(ȳ, λ2))]

+ σ[H̃(E(y, λ1), E(ȳ, λ1)) + H̃(E(ȳ, λ1), E(ȳ, λ2))]

≤ (2LG + 2Lm + ξ + L5 + ρ(`1LA + `2LB + `3LC + `4LD) + σLE)‖λ1 − λ2‖
+ (ρ`3`C + ρ`4`D + σ`E)‖y − ȳ‖

= Λ1‖λ1 − λ2‖+ Λ2‖y − ȳ‖,
where

Λ1 = 2LG + 2Lm + ξ + L5 + ρ(`1LA + `2LB + `3LC + `4LD) + σLE

and
Λ2 = ρ`3`C + ρ`4`D + σ`E .

By (3.24) and (3.25), we have

‖y − ȳ‖
(3.28)

= ‖JM2(·,s,λ1)
µ [x + w2 − µN2(f, q, λ1)]− JM2(·,s̄,λ2)

µ [x + w2 − µN2(f̄ , q̄, λ2)]‖
≤ ‖JM2(·,s,λ1)

µ [x + w2 − µN2(f, q, λ1)]− JM2(·,s,λ1)
µ [x + w2 − µN2(f̄ , q̄, λ2)]‖

+ ‖JM2(·,s,λ1)
µ [x + w2 − µN2(f̄ , q̄, λ2)]− JM2(·,s̄,λ1)

µ [x + w2 − µN2(f̄ , q̄, λ2)]‖
+ ‖JM2(·,s̄,λ1)

µ [x + w2 − µN2(f̄ , q̄, λ2)]− JM2(·,s̄,λ2)
µ [x + w2 − µN2(f̄ , q̄, λ2)]

≤ µ‖N2(f, q, λ1)−N2(f̄ , q̄, λ2)‖+ η‖s− s̄‖+ θ‖λ1 − λ2‖
≤ µ(k1‖f − f̄‖+ k2‖q − q̄‖+ L3‖λ1 − λ2‖) + η‖s− s̄‖+ θ‖λ1 − λ2‖
≤ (µL3 + θ)‖λ1 − λ2‖+ µk1H̃(F (x, λ1), F (x, λ2))

+ µk2H̃(Q(x, λ1), Q(x, λ2)) + ηH̃(S(x, λ1), S(x, λ2))

≤ [µ(L3 + k1LF + k2LQ) + θ + ηLS ]‖λ1 − λ2‖ ≤ Λ3‖λ1 − λ2‖,
where Λ3 = µ(L3 + k1LF + k2LQ) + θ + ηLS .
From (3.27) and (3.28) it follows that
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‖z − w‖ ≤ (Λ1 + Λ2Λ3)‖λ1 − λ2‖.
Hence we obtain

supz∈T (x,λ1)d(z, T (x, λ2)) ≤ (Λ1 + Λ2Λ3)‖λ1 − λ2‖.
By using similar argument as above, we can obtain

supw∈T (x,λ2)d(T (x, λ1), w) ≤ (Λ1 + Λ2Λ3)‖λ1 − λ2‖.
It follows that

H̃(T (x, λ1)), T (x, λ2)) ≤ (Λ1 + Λ2Λ3)‖λ1 − λ2‖.
By (3.22), we obtain

H̃(F1(λ1)), F2(λ2)) ≤ 1
1−Θ

(Λ1 + Λ2Λ3)‖λ1 − λ2‖.
On the other hand, by the definition of the set-valued mapping R(x, λ) and similar
argument as in the proof of (3.28), it is easy to show that

H̃(R(x, λ1), R(x, λ2)) ≤ Λ3‖λ1 − λ2‖.
This proves that the solution set Sol(λ) of the SPMQVI (2.1) is Lipschitz continuous
with respect to the parameter λ ∈ Ω. ¤
Remark 3.1. If each mappings in Theorem 3.2 is assumed to be continuous with
respect to the parameter λ ∈ Ω, then by similar argument as above, we can show
that the solution set Sol(λ) of SPMQVI (2.1) is also continuous with respect to the
parameter λ ∈ Ω.

4. Conclusion

In this paper, we introduce a new system of parametric mixed quasi-variational
inclusions (SPMQVI) (2.1) in Hilbert spaces. The existence and closeness of solution
set for the SPMQVI (2.1) is proved under suitable conditions. The Lipschitz conti-
nuity of the solution set mapping with respect to the parameter is also established
under suitable conditions.
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