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ON A FAMILY OF CONVEX FUNCTIONS ASSOCIATED TO
SUBDIFFERENTIALS

R. S. BURACHIK* AND S. FITZPATRICK

Abstract. Associated to every maximal monotone operator T from X to X∗,
there is a family of convex functions defined on X ×X∗. It is known that, when
T = ∂f , the element h(x, v) = f(x) + f∗(v) belongs to this family. We further
analyze the structure of this family when T = J = (1/2)∂‖ · ‖2, the normalized
duality mapping of X. We study a particular element of this family, when X is
an arbitrary Banach space, and use this element in order to compute explicitly
the smallest element of this family when X = c0 and X = `1. Also, we prove
that, when the maximal monotone operator is the subdifferential of a sublinear
function, the associated family of convex functions has only one element.

1. Introduction and Motivation

Let X be a Banach space with dual X∗. Given f : X → IR ∪ {+∞} a convex,
proper and lower semicontinuous function, it is well-known [6] that the subdifferen-
tial of f is a maximal monotone operator. On the other hand, maximal monotone
operators can be represented by convex functions in X×X∗. This is a result due to
Fitzpatrick [3], recently rediscovered in [4, 1]. In his work, Fitzpatrick defines for a
maximal monotone operator T : X ⇒ X∗, the family F(T ) as

(1) F(T ) :=





h convex, closed;
h : X ×X∗ → IR ∀(x, v) ∈ X ×X∗, h(x, v) ≥ 〈x, v〉,

(x, v) ∈ G(T ) ⇒ h(x, v) = 〈x, v〉.



 ,

where IR := IR ∪ {+∞}. In [3], it is proved that the function ΦT : X × X∗ → IR
defined as

ΦT (x, v) := sup{〈x− y, u− v〉 | (y, u) ∈ G(T )}+ 〈x, v〉,
is the smallest element of F(T ). Our aim is to study the properties of this fam-
ily when T is the subdifferential of a convex function f and X is a non-reflexive
Banach space. It is easy to check that h(x, v) := f(x) + f∗(v) is a member of
F(∂f). Therefore, this family has an element which is separable, i.e, which can be
expressed as the sum of a function on the variable x plus a function on the vari-
able v. Reciprocally, it holds [1] that, if the family F(T ) has a separable element
h(x, v) = f(x) + g(v), then T = ∂f and g = f∗. The element h is in general easier
to compute than the Fitzpatrick function. In the particular case in which X is
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reflexive, it has been recently noted [5, Example 3] that, when f is sublinear, F(∂f)
consists of h only. In the first part of this work we prove that this property can be
extended to non-reflexive Banach spaces. The second part of this work studies the
family F((1/2)∂‖ · ‖2), i.e., when T is the normalized duality mapping associated
to X. We study some elements of this family for an arbitrary Banach space X, and
specifically compute the smallest element of the family, when X = `1 and X = c0.

The organization of the paper is as follows. In the first section we recall some
basic definitions and facts, which are to be used in further sections. The second
section proves that for a sublinear function f the family F(∂f) has only one element,
and hence the smallest function Φ∂f is separable. Our last section studies the family
F(J), for the normalized duality mapping J . We identify a particular element in
this family, and use this result in order to compute ΦJ for X = `1 and X = c0.

2. Preliminaries

The continuous dual space of X will be denoted by X∗. Denote by 〈·, ·〉 the
duality product and by ‖ · ‖ the norm both in X and X∗. Denote by J the Gâteaux
gradient of the function g(x) = (1/2)‖x‖2. Thus, J : X ⇒ X∗ is the normalized
duality mapping, defined as

(2) J(x) := {x∗ ∈ X∗ | 〈x, x∗〉 = ‖x‖2 = ‖x∗‖2}.
Let f : X → IR ∪ {+∞} be a proper lower semi-continuous convex function. Then,
the conjugate function of f, f∗ : X ′ → IR ∪ {+∞}, is defined by

f∗(v) = sup{〈v, x〉 − f(x) | x ∈ dom f},
where the domain of f , dom f , is given by

dom f = {x ∈ X | f(x) < +∞}.
Given a maximal monotone operator T : X ⇒ X∗, the graph of T is the set

G(T ) = {(x, v) ∈ X ×X∗ | v ∈ T (x)}.
Associated to every maximal monotone operator T , Fitzpatrick [3] defined a convex
lower-semicontinuous function, which we call the Fitzpatrick function associated to
T , ΦT : X ×X∗ → IR ∪ {+∞}. This function is defined as

(3) ΦT (x, x∗) := sup
(y,y∗)∈G(T )

〈y−x, x∗−y∗〉+〈x, x∗〉 = sup
(y,y∗)∈G(T )

〈y, x∗−y∗〉+〈x, y∗〉.

We recall [3, 1] that the family F(T ) given in (1) has a biggest and a smallest
element, the latter being the Fitzpatrick function. The biggest element, is given by
cl conv (π + δG(T )), where π(x, v) := 〈x, v〉 and δC represents the indicator function
of the set C. In the case T = ∂f , for f proper, convex and lower semicontinuous,
the function h(x, x∗) := f(x) + f∗(x∗) belongs to F(∂f).

Definition 2.1. We say that ψ : X → R∪{+∞} is a sublinear function when it is
convex and positively homogeneous (i.e., ψ(λx) = λψ(x), ∀x ∈ X, ∀λ ≥ 0).
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Recall that for a proper lower semi-continuous sublinear ψ it holds that ψ(0) = 0,
∂ψ(0) is non-empty and for each x ∈ dom ψ

(4)
(i) ∂ψ(x) = {v ∈ ∂ψ(0) | 〈v, x〉 = ψ(x)} = ∂ψ(λx), for all λ > 0,
(ii) ψ∗ = δ∂ψ(0),
(iii) ψ = σ∂ψ(0) := supv∈∂ψ(0)〈v, ·〉.

3. A case in which F(∂f) has only one element

Throughout this section we compute F(∂ψ), for a sublinear function ψ satisfying
the assumptions of the previous section.

Theorem 3.1. Let X be an arbitrary Banach space and let ψ : X → R∪ {+∞} be
proper, lower semicontinuous and sublinear. Then the family F(∂ψ) has only one
element. Hence, Φ∂ψ is separable.

Proof. We pointed out above that the function h(x, x∗) := ψ(x) + ψ∗(x∗) ∈ F(∂ψ).
Denoting by U := ∂ψ(0) we get by (4)(ii) that h(x, v) = ψ(x) + δU (v) ∈ F(∂ψ).
Hence Φ∂ψ ≤ h. For simplicity, call Φ := Φ∂ψ and call η the biggest element of
F(∂ψ). Since all elements g ∈ F(∂ψ) verify Φ ≤ g ≤ η, the claim of the theorem
will follow from the two steps below.

(Step 1.) Φ = h.
(Step 2.) h = η.

Proof of Step 1. Note that Φ(x, v) ≥ ψ(x) for all x ∈ X. Indeed, taking y = 0 in
(3), we obtain

(5) Φ(x, v) ≥ sup
w∈U

〈w, x〉 = ψ(x),

where we use (4)(iii). Now suppose v /∈ U . The definition of U yields the existence
of some z ∈ X for which

ψ(z) < 〈v, z〉.
Using also the rightmost equality in (4)(i) we can write

Φ(x, v) ≥ sup
λ>0,u∈∂ψ(z)

{〈u, x〉 − λ〈u, z〉+ λ〈v, z〉}

= sup
λ>0,u∈∂ψ(z)

{〈u, x〉+ λ(〈v, z〉 − ψ(z))}

= sup
u∈∂ψ(z)

〈u, x〉+ sup
λ>0

{λ(〈v, z〉 − ψ(z))}.

Since z ∈ dom ψ, the first supremum on the right-hand side is not −∞, and therefore
the assumption on z yields Φ(x, v) = +∞ = ψ(x) + δU (v) whenever v /∈ U . On the
other hand, we get for v ∈ U, x ∈ X

ψ(x) = ψ(x) + δU (v) ≥ Φ(x, v) ≥ ψ(x),

where we use the fact that Φ ≤ h in the first inequality and (5) in the second one.
Hence ψ(x) + δU (v) = Φ(x, v) also in this case. The proof of Step 1 is complete.
Proof of Step 2. By definition of η, Φ ≤ η and it has been proved in [2] that
Epi (η) = cl conv(Epi (π + δG(∂ψ)) =: E1, where π(x, v) := 〈x, v〉. Call E2 :=
Epi (Φ) = {(x, v, a) | x ∈ X, v ∈ U, ψ(x) ≤ a}. We know that E1 ⊂ E2. Let us
prove that E2 ⊂ E1. Let (x, v, a) ∈ E2. There are to cases:
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• Case 1. v ∈ ∂ψ(x).
• Case 2. v /∈ ∂ψ(x).

In case 1, (π + δG(∂ψ))(x, v) = 〈x, v〉 = ψ(x) ≤ a and hence (x, v, a) ∈ E1.
In case 2, fix w ∈ ∂ψ(x). Define the sequence {zk} as zk := (kx, w, ka). We

claim that {zk} ⊂ Epi (π + δG(∂ψ)). Indeed; since ∂ψ(x) = ∂ψ(kx) we have that
(π + δG(∂ψ))(kx, w) = kψ(x) ≤ ka and hence the claim is true. Fix z′ := (0, v, 0),
since v ∈ U = ∂ψ(0), it also holds that z′ ∈ Epi (π + δG(∂ψ)). Define yk :=
(1/k)zk+(1−(1/k))z′ = (x,w/k+(1−(1/k))v, a). Then {yk} ⊂ convEpi (π+δG(∂ψ)).
So (x, v, a) = limk→∞ yk ∈ cl convEpi (π + δG(∂ψ)) = E1. This completes step 2 and
hence F(∂ψ) has only one element. ¤
Remark 3.1. In the case in which f = ‖ · ‖, the norm of the Banach space X, then
the above result yields F(∂f) = {‖ · ‖+ δB∗}, where B∗ is the unit ball in X∗.

4. The family F(J)

For an arbitrary Banach space X, consider the normalized duality mapping J
defined in (2). We study in this section some elements of the family F(J).

Proposition 4.1. Let J be the normalized duality mapping on a Banach space X.
Then the Fitzpatrick function ΦJ satisfies

ΦJ(x, x∗) ≤ (‖x‖+ ‖x∗‖)2/4 ≤ 1/2(‖x‖2 + ‖x∗‖2).

Proof. Since J is the subdifferential of the function (1/2)‖ · ‖2, we know that h
defined as h(x, x∗) := (1/2)(‖x‖2 + ‖x∗‖2) belongs to F(J). Define also f(x, x∗) :=
(‖x‖+‖x∗‖)2/4. The rightmost inequality follows easily from the fact that h(x, x∗)−
f(x, x∗) = (1/4)(‖x‖ − ‖x∗‖)2. The leftmost inequality follows from the fact that
f ∈ F(J). Indeed, it is continuous and convex and for x∗ ∈ Jx we have 〈x, x∗〉 =
‖x‖2 = f(x, x∗). For checking the remaining condition in (1), note that for all
x ∈ E and x∗ ∈ E∗ we have 〈x, x∗〉 ≤ ‖x‖ ‖x∗‖ ≤ f(x, x∗). Thus f ∈ F(J) and
hence ΦJ ≤ f . ¤

We do not know of a Banach space where ΦJ(x, x∗) = (‖x‖ + ‖x∗‖)2/4 for all
x ∈ X and x∗ ∈ X∗ but the following example shows that equality can occur for
many x and x∗.

Theorem 4.1. For the duality mapping J : c0 → c∗0 = `1 we have

ΦJ(x, u) = sup
j

(‖u‖1 + |xj + uj | − |uj |)2 /4.

Proof. Define the function g : c0 × `1 → IR as g(x, u) := supj(‖u‖1 + |xj + uj | −
|uj |)2/4. This function is convex and continuous (as it is the supremum of the
family of convex functions

∑
k 6=j |uk| + |xj + uj |). Note that, when u ∈ Jx then

|xj + uj | − |uj | = |xj |. Indeed, this equality holds for j such that ujxj ≥ 0. We
claim that there is no j for which the latter inequality doesn’t hold. Otherwise,
suppose that there is some j for which u ∈ Jx and xjuj < 0. Take y as follows

yn :=

{
−xn n = j

xn n 6= j.
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Then y ∈ c0. Since u ∈ Jx we have also that

(1/2)‖y‖2
∞ ≥ (1/2)‖x‖2

∞ + 〈u, y − x〉.
Using that ‖y‖∞ = ‖x‖∞ we get 0 ≥ uj(−2xj), a contradiction. So for all x ∈ c0

and u ∈ Jx we have that g(x, u) = (‖u‖1+‖x‖∞)2/4 = 〈x, u〉. Let us prove now that
g ≥ 〈·, ·〉 on c0 × `1. Fix x ∈ c0 and u ∈ `1. Define J+ := {j ∈ IN | ujxj ≥ 0}. Take
the element x+ ∈ c0 such that (x+)j = max{0, xj}. By the previous proposition we
have that

〈x, u〉 ≤ 〈x+, u〉 ≤ (1/4)(‖x+‖∞ + ‖u‖1)2

≤ (1/4)(‖x‖∞ + ‖u‖1)2 = g(x, u).

Thus g ∈ F(J) and hence ΦJ(x, u) ≤ supj (‖u‖1 + |xj + uj | − |uj |)2 /4. Let us prove
now that ΦJ ≥ g. Fix x ∈ c0 and u ∈ `1. We will prove that, for arbitrary ε > 0,
ΦJ(x, u) ≥ −ε + g(x, u). Fix an index j, and define the number

αj(x, u) :=


xj + uj +

∑

k 6=j

|uk| sgn(xj + uj)


 /2.

Since u ∈ `1, there exists k0 ≥ j such that
∑

k≥k0
|uk| < ε/|αj(x, u)|. Take now

y ∈ c0 in the following way.

yk :=





αj(x, u) k = j

αj(x, u)sgn(xj + uj)sgn(uk) k < k0, k 6= j

0 k ≥ k0.

Note that ‖y‖∞ = |yj | = |αj(x, u)| and
∣∣∣∣∣∣
∑

k 6=j

ukyk − yjsgn(xj + uj)
∑

k 6=j

|uk|
∣∣∣∣∣∣
= |yj |

∑

k≥k0

|uk| < ε.

The element v ∈ `1 defined as vj = yj and vk = 0 for all k 6= j verifies that
‖v‖2

1 = |yj |2 = ‖y‖2∞ = 〈v, y〉, and hence v ∈ Jy. So that

ΦJ(x, u) = sup
(y′,v′)∈G(J)

〈x, v′〉+ 〈y′, u− v′〉 ≥ xjyj +
∑

k

ykuk − y2
j

= (xj + uj)yj +
∑

k 6=j

ykuk − y2
j = (xj + uj)yj − y2

j

+


∑

k 6=j

ykuk − yjsgn(xj + uj)
∑

k 6=j

|uk|

 + yjsgn(xj + uj)

∑

k 6=j

|uk|

> −ε + yj


(xj + uj) + sgn(xj + uj)

∑

k 6=j

|uk|

− y2

j

= −ε + (1/2)


(xj + uj) + sgn(xj + uj)

∑

k 6=j

|uk|



2

− y2
j
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= −ε + (1/4)


(xj + uj) + sgn(xj + uj)

∑

k 6=j

|uk|



2

= −ε + (1/4) (‖u‖1 + |xj + uj | − |uj |)2 ,

where we also use the definition of yj . Taking the sup over j we see that ΦJ(x, u) ≥
−ε + g(x, u) as required. ¤

The result for the duality mapping on c0 can be extended to the duality mapping
on `1.

Corollary 4.1. Let J : `1 → `∞ be the duality mapping on `1. Then

ΦJ(u, z) = sup
j

(‖u‖1 + |zj + uj | − |uj |)2 /4.

Proof. By the theorem this holds if z ∈ c0. Since c0 is weak* dense in `∞ we see
that it holds for all u ∈ `1 and z ∈ `∞. ¤

In view of the Proposition it is of interest to calculate the dual of f(x, x∗) =
(‖x‖+ ‖x∗‖)2/4.

Theorem 4.2. The dual of f(x, x∗) = (‖x‖+ ‖x∗‖)2/4 is

f∗(y∗, y∗∗) = max (‖y∗‖, ‖y∗∗‖)2 .

Proof. We may choose either x = 0 or x∗ = 0 to get f∗(y∗, y∗∗) ≥ ‖y∗‖2 and
f∗(y∗, y∗∗) ≥ ‖y∗∗‖2. Indeed, assume for instance that x∗ = 0, then

f∗(y∗, y∗∗) ≥ sup
x∈X

〈y∗, x〉 − ‖x‖2/4

= 1/2 sup
x∈X

〈2 y∗, x〉 − ‖x‖2/2 = 1/2 ϕ∗(2y∗),

where ϕ∗ is the Fenchel-Moreau conjugate of ϕ = (1/2)‖ · ‖2. Using the fact that
ϕ∗ = (1/2)‖ · ‖2, we get

f∗(y∗, y∗∗) ≥ 1/2 ϕ∗(2y∗) = 1/2 ‖2y∗‖2/2 = ‖y∗‖2.

On the other hand f∗(y∗, y∗∗) ≤ max (‖y∗‖, ‖y∗∗‖)2 because ‖x‖ ‖y∗‖+‖x∗‖ ‖y∗∗‖−
(‖x‖+ ‖x∗‖)2/4 ≤ max (‖y∗‖, ‖y∗∗‖)2 . ¤

We say that a convex function ϕ : X ×X∗ → IR generates the duality mapping
J when

Jx = {x∗ | 〈x, x∗〉 = ϕ(x, x∗)} for all x ∈ X.

Corollary 4.2. All convex functions h(x, x∗) with (‖x‖ + ‖x∗‖)2/4 ≤ h(x, x∗) ≤
max(‖x‖, ‖x∗‖)2 generate the duality mapping J .

Proof. We have that x∗ ∈ Jx if and only if 〈x, x∗〉 = ‖x‖2 = ‖x∗‖2. In this case, it
holds that

〈x, x∗〉 = (‖x‖+ ‖x∗‖)2/4 = max(‖x‖, ‖x∗‖)2,
This forces h to satisfy 〈x, x∗〉 = h(x, x∗) for all (x, x∗) ∈ G(J). ¤
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