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PERIODIC SOLUTIONS FOR A COUPLED VAN DER POL TYPE
EQUATION WITH A FORCING TERM

CHIKAHIRO EGAMI

Abstract. In the present paper, we show the existence of periodic solutions for
a coupled Van der Pol type equation with a forcing term of the form

ü + f(u)u̇ + Au = e(t) t ∈ R,

where f : RN → RN , A is a N ×N constant matrix and e : R→ RN is a periodic
function of t.

1. Introduction

Let F : R→ R, g : R→ R be continuous functions and e : R→ R be a T -periodic
function with T > 0. The problem of the existence of a T -periodic solution of the
forced Liénard equation

(L) ẍ(t) +
d

dt
[F (x(t))] + g(x(t)) = e(t)

has been extensively discussed under various conditions on F and g in the literature.
It is often assumed that g(s)s does not change sign for large |s|, e.g., there exists
d > 0 such that

g(s)s > 0 for |s| ≥ d.

For the existence of a periodic solution, additional conditions is needed to be im-
posed. Roughly speaking, one of the two type of conditions is assumed:

lim
|s|→∞

F (s) sgn s = ∞ or lim
|s|→∞

g(s)
s

< 1.

For works dealing with (L), we refer the reader to, e.g., [1], [2], [7] and their lists of
references. The results for the scalar equations were extended to the N -dimensional
cases, e.g., F : RN → RN and g : RN → RN are continuous functions and e :
R → RN is a periodic function. In [11], Zanolin established an existence result for
N -dimensional cases under the condition that g = g1 + g2 and |∇g1| ≤ 2π/T and
g2 is bounded. In case of g(u) = Au, Mawhin [9] has given an interesting result
with a remarkably weak restriction upon F . In the present paper, we consider the
existence of solutions of Liénard equations with a forcing term. The typical system
of equations our result is adopted is the system of N -dimensional Van der Pol type
equations of the form

(VDP)





ü1 + ε1(u2
1 − a1)u̇1 + c11u1 + c12u2 + . . . + c1nun = e1(t),

ü2 + ε2(u2
2 − a2)u̇2 + c21u2 + c22u2 + . . . + c2nun = e2(t),

· · ·
ün + εn(u2

n − an)u̇n + cn1un + cn2u2 + . . . + cnnun = en(t),
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where n ≥ 1, εi > 0 for each i = 1, · · · , n, and cij ∈ R for all 1 ≤ i, j ≤ n. The
equation we treat in this paper has the form

(V) ü + f(u)u̇ + Au = e(t) t ∈ R,

where

f(x) =




f1(x1) 0 . . . 0
0 f2(x2) . . . 0
...

...
. . .

...
0 0 . . . fN (xN )


 for x = (x1, · · · , xN ),

fi ∈ C(R;R) for each i = 1, · · · , N , A is a N ×N constant matrix and e : R→ RN

is a periodic function with period T > 0. In (V), Au is called a coupling term,
where each element aij of A represents the interaction between ui and uj .

In the following section, we shall state our main existence result for (V) and give
the proof of it by using Leray-Schauder degree theory (cf.[8]). In section 3, we will
show that if e is sufficiently weak, then the periodic solution exists near the origin
and it is repellent. In the final section, we give a concrete example of repellor and
some observations.

2. Existence of Periodic Solutions

In this section, we establish an existence result for periodic solutions of (V). To
state our result, we need some preliminaries. Let us define that

x =

(
N∑

i=1

x2
i

)1/2

, 〈x, y〉 =
N∑

i=1

xiyi

for x = (x1, · · · , xN ), y = (y1, · · · , yN ) ∈ RN , and

‖u‖ =
(∫ T

0
u(t) dt

)1/2

, 〈〈u, v〉〉 =
∫ T

0
〈u(t), v(t)〉 dt

for u, v ∈ L2([0, T ];RN ). We write u̇ = du/dt for each function u : R → RN . We
put

H =
{
u ∈ L2([0, T ];RN ) : u(0) = u(T ), u̇ ∈ L2([0, T ];RN )

}
.

H is a Hilbert space with the norm ‖ · ‖H defined by

‖u‖2
H = ‖u‖2 + ‖u̇‖2 for each u ∈ H.

We also put

H̃ =
{

u ∈ H :
∫ T

0
u(t) dt = 0

}
.

Then by standard arguments, we note that for each u ∈ H̃, the following inequality
holds.

(2.1) ‖u‖ ≤
(

T

2π

)
‖u̇‖.
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For a matrix A, its norm is defined by Frobenius type

‖A‖ =




N∑

i=1

N∑

j=1

|aij |2



1/2

.

Further, for a given set Ω, its closure is written by Ω, its boundary ∂Ω. Through-
out this paper, unless otherwise explicitly states, c0, c1, · · · and C0, C1, · · · denote
various positive constants.

Let X be Banach space. Suppose that D is a bounded open subset of X and
F : D → X is a continuous mapping of the form F = I −G, where I is identity and
G : D → X is a compact mapping. If Fx 6= p for any x ∈ ∂D, then we denote by
deg(F , D, p) Leray-Schauder degree of F at p ∈ X relative to D.

We can now state our main results.

Theorem 2.1. Let f and A satisfy the following conditions:

(F) lim inf
|s|→∞

fi(s)
s2

> 0 for each i;

(A) det A 6= 0.

Then for each e ∈ H̃ \ {0}, problem (V) has at least one solution u ∈ H̃.

Throughout the rest of this paper, we assume that (F) and (A) hold. To prove
Theorem 2.1, we need a few lemmata.

Lemma 2.2. If u is a T -periodic solution of (V), then u ∈ H̃.

Proof. Let u be a possible T -periodic solution of (V). By integrating (V) over [0, T ],
we obtain by the periodicity of u that

∫ T

0
Au = 0.

Since A is invertible,
∫ T
0 u = 0. Therefore u ∈ H̃. ¤

Lemma 2.3. Let η0 ∈ (0, 1). Then the set

S1 =
{

u ∈ H̃ : ü + f(u)u̇ + ηAu = e(t) for some η ∈ [η0, 1]
}

is bounded in H̃.

Proof. Let η0 ∈ (0, 1) and fix η ∈ [η0, 1]. Let u be a possible T -periodic solution of
the auxiliary equation

(2.2) ü + f(u)u̇ + ηAu = e(t).

Multiplying (2.2) by u and integrating over [0, T ], we find

(2.3) ‖u̇‖2 = η〈〈Au, u〉〉 − 〈〈e, u〉〉 ≤ η‖A‖‖u‖2 + ‖e‖‖u‖.
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On the other hand, multiplying (2.2) by u̇ and integrating over [0, T ], we find by
(2.1) that

〈〈f(u)u̇, u̇〉〉 = −η〈〈Au, u̇〉〉+ 〈〈e, u̇〉〉
≤ η‖A‖‖u‖‖u̇‖+ ‖e‖‖u̇‖

≤
(

ηT

2π

)
‖A‖‖u̇‖2 + ‖e‖‖u̇‖.

(2.4)

Here we claim that there exists m > 0 and γ > 0 such that

(2.5)
∫ T

0

N∑

i=1

u2
i u̇i

2 ≤ 1
γ
〈〈f(u)u̇, u̇〉〉+ m2‖u̇‖2.

By using condition (F), we have that for each i, there exists mi > 0 and γi > 0 such
that

(2.6) fi(s) > γis
2 for each |s| > mi.

We put m = max{mi : i = 1, · · · , N}, γ = min{γi : i = 1, · · · , N} and Di = {t ∈
[0, T ] : |ui(t)| > m}. Then we have from (2.6) that

∫ T

0

N∑

i=1

u2
i u̇i

2 =
N∑

i=1

∫

Di

u2
i u̇i

2 +
N∑

i=1

∫

[0,T ]\Di

u2
i u̇i

2

≤
N∑

i=1

∫

Di

1
γi

fi(ui)u̇i
2 + m2

N∑

i=1

∫

[0,T ]\Di

u̇i
2

≤ 1
γ

N∑

i=1

∫ T

0
fi(ui)u̇i

2 + m2
N∑

i=1

∫ T

0
u̇i

2.

Hence (2.5) holds as claimed. While, we have

u2
i (t) = 2

∫ t

0
uiu̇i ≤ 2T 1/2

(∫ T

0
u2

i u̇i
2

)1/2

for all t ∈ [0, T ].

Summing up with respect to i and integrating over [0, T ], we have that there exists
a positive constant c0 independent of u such that

(2.7) ‖u‖2 ≤ 2T 3/2
N∑

i=1

(∫ T

0
u2

i u̇i
2

)1/2

≤ c0T
3/2

(∫ T

0

N∑

i=1

u2
i u̇i

2

)1/2

.

By (2.1) and (2.3), we have that

‖u̇‖2 −
(

ηT

2π

)
‖e‖‖u̇‖ ≤ η‖A‖‖u‖2.

Then it follows from (2.4), (2.5) and (2.7) that

‖u̇‖2 −
(

ηT

2π

)
‖e‖‖u̇‖ ≤ c0ηT 3/2‖A‖

(∫ T

0

N∑

i=1

u2
i u̇i

2

)1/2
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≤ c0ηT 3/2‖A‖
(

1
γ
〈〈f(u)u̇, u̇〉〉+ m2‖u̇‖2

)1/2

≤ c0ηT 3/2‖A‖
((

ηT‖A‖
2πγ

+ m2

)
‖u̇‖2 +

‖e‖
γ
‖u̇‖

)1/2

.

This implies that there exists C0 and C1 > 0 such that

(2.8) ‖u̇‖ ≤ C0 + C1‖e‖.
By using (2.1) again, we obtain that there exists M > 0 independent of u such that

‖u‖H ≤
√(

T

2π

)2

+ 1‖u̇‖ ≤ M for all u ∈ S1,

this completes the proof. ¤

We note that M depends on ‖e‖ as shown in (2.8). We next see that the following
lemma holds.

Lemma 2.4. The set

S2 =
{

u ∈ H̃ : ü + ζf(u)u̇ + η0Au = ζe(t) for some ζ ∈ [0, 1]
}

is bounded in H̃.

Proof. The proof is a slight modification of that of Lemma 2.3. In fact, by replacing
f and e with ζf and ζe respectively, we can see that the assertion holds. ¤

Proof of Theorem 2.1. Let Br(a) be an open ball in H̃ centered at a with radius
r > 0. Let L : H̃ → H̃ be the operator defined by the inverse of the mapping
u 7→ −ü. Then we can write a solution u of (V) as

u = −Lü = L [f(u)u̇ + Au− e(t)] .

Here we define mappings T (η, ζ) : H̃ → H̃ by

T (η, ζ)u = L [ζf(u)u̇ + ηAu− ζe(t)]

for each η ∈ [0, 1] and each ζ ∈ [0, 1]. One can see from the definition of L that the
mappings u 7→ Lf(u)u̇ and u 7→ LAu are compact. Then it follows that T (η, ζ) is
a compact operator. Here we choose η0 ∈ (0, 1) such that

(2.9) η0‖A‖
(

T

2π

)2

< 1.

Then by putting

H(ξ)u =





T (1− 3(1− η0)ξ, 1)u for ξ ∈ [0, 1
3 ] and u ∈ H̃,

T (η0, 2− 3ξ)u for ξ ∈ [13 , 2
3 ] and u ∈ H̃,

T (3η0(1− ξ), 0)u for ξ ∈ [23 , 1] and u ∈ H̃,

we can rewrite S1 and S2 as

S1 =
{

u ∈ H̃ : u = H(ξ)u for some ξ ∈ [0, 1
3 ]

}
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and
S2 =

{
u ∈ H̃ : u = H(ξ)u for some ξ ∈ [13 , 2

3 ]
}

respectively. It is obvious from the defiinition that H(ξ) is a homotopy of compact
mappings on H̃. It also follows from the definition of H(ξ) that u is a fixed points of
H(0) if and only if u is a solution of (V). Now we have that, as claimed in Lemma
2.3 and 2.4, there exists large M0 > 0 such that

u 6= H(ξ)u for any u ∈ ∂BM0(0) and any ξ ∈ [0, 2
3 ].

For ξ ∈ [23 , 1], we can see that each fixed point u ∈ H̃ of H(ξ) satisfies

u = (3η0(1− ξ))LAu.

That is u satisfies

(2.10) ü + (3η0(1− ξ))Au = 0.

Multiplying (2.10) by u and integrating over [0, T ], we have ‖u̇‖2 ≤ 3η0(1 − ξ)
‖A‖‖u‖2. Then if ‖u̇‖ 6= 0, we have by (2.1) and (2.9) that

‖u̇‖2 ≤ 3η0(1− ξ)‖A‖‖u‖2 ≤ η0‖A‖
(

T

2π

)2

‖u̇‖2 < ‖u̇‖2.

This is a contradiction. Thus we find that (2.10) has no nontrivial solution for each
ξ ∈ [23 , 1]. This means that

u 6= H(ξ)u for any u ∈ ∂BM0(0) and any ξ ∈ [23 , 1].

Therefore we have that deg(I − H(ξ), BM0(0), 0) is well defined for ξ ∈ [0, 1] on
BM0(0). As mentioned above, since u 6= H(ξ)u for any u ∈ ∂BM0(0) and any
ξ ∈ [0, 1], we have by homotopy invariance that

deg(I −H(0), BM0(0), 0) = deg(I −H(1), BM0(0), 0)

= deg(I, BM0(0), 0)
= 1.

Then we obtain that H(0) has at least one fixed point in H̃, and Theorem 2.1 is
proved. ¤

3. Repellor

In the previous section, we showed existence of periodic solutions of (V) with
period T . In this section, we assume that f satisfies (F) and

(F’) fi(0) < 0 for each 1 ≤ i ≤ N

and we will show that if the forcing term is sufficiently small, then (V) has an
unstable periodic solution near the origin. To state our result precisely, we need
some notations and definitions. For x ∈ RN × RN and A ⊂ RN × RN , we denote
by d(x,A) the distance of x from A. Let u(t) be a periodic solution with period T
of (V), and let v(t) be a solution of initial value problem

(3.1)

{
v̈ + f(v)v̇ + Au = e(t) t ∈ RN ,

(v(0), v̇(0)) = (v0, v̇0) ∈ RN × RN .
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If there exists a neighborhood U of Γ = {(u(t), u̇(t)) : t ∈ [0, T ]} such that for each
(v0, v̇0) ∈ U , the solution v(t) of problem (3.1) satisfies

lim
t→−∞d ((v(t), v̇(t)) ,Γ) = 0,

then u is said to be repellor. If there exists a neighborhood U of Γ = {(u(t), u̇(t)) :
t ∈ [0, T ]} such that for each (v0, v̇0) ∈ U , the solution v(t) of problem (3.1) satisfies

lim
t→+∞d ((v(t), v̇(t)) ,Γ) = 0,

then u is said to be attractor.

Proposition 3.1. Suppose that fi ∈ C1(R;R) satisfies (F) and (F’) for each i.
Suppose in addition that the following condition holds:

(A’) A is a positive definite Hermitean matrix.

Then there exists ε > 0 such that for each e ∈ H̃ \ {0} with ‖e‖ < ε, (V) has a
T -periodic solution which is a repellor.

To prove Proposition 3.1, we need the following lemma. Let δ > 0 such that
κ = max{fi(s) : |s| ≤ δ, i = 1, · · · , N} < 0. Then we can choose ρ > 0 so that for
each u ∈ Bρ(0) ⊂ H̃, sup{|ui(t)| : t ∈ [0, T ], i = 1, · · · , N} ≤ δ.

Lemma 3.2. There exists ε > 0 such that for any η ∈ [0, 1] and each e ∈ H̃ \ {0}
with ‖e‖ < ε, problem

(2.2) ü + f(u)u̇ + ηAu = e(t)

has no solution u in ∂Bρ(0).

Proof. Fix η ∈ [0, 1] and let u ∈ Bρ(0) be a solution of (2.2). Multiplying (2.2) by
u̇ and integrating over [0, T ], we find, by noting that A is a Hermitean matrix, that

〈〈f(u)u̇, u̇〉〉 = 〈〈e, u̇〉〉.
Since |fi(ui(t))| ≥ |κ| for every i and any t ∈ [0, T ], we have

|κ|‖u̇‖2 ≤ |〈〈f(u)u̇, u̇〉〉| = |〈〈e, u̇〉〉| ≤ ‖e‖‖u̇‖,
hence ‖u̇‖ ≤ |κ|−1‖e‖. Thus we obtain that if ‖e‖ is sufficiently small, then ‖u‖H <
ρ. Therefore we can choose ε > 0 satisfying the assertion. ¤

Proof of Proposition 3.1. First, we shall compute deg(I −H(0), Bρ(0), 0) in or-
der to show the existence of the T -periodic solutions near the origin of H̃, where H
is the compact operator defined in the proof of Theorem 2.1. Let e ∈ H̃ \ {0} with
‖e‖ < ε. We define a set {K(µ, ν) : µ, ν ∈ [0, 1]} of compact mappings by

K(µ, ν)u = L [νf(u)u̇ + (η0 + (1− η0)µ)Au− µe(t)]

for each µ ∈ [0, 1] and each ν ∈ [0, 1], where η0 ∈ (0, 1) is the constant satisfying
(2.9). We note that K(1, 1) = H(0) and K(0, 0) = H(2

3). We also have from Lemma
3.2 that K(µ, 1)u 6= u for u ∈ ∂Bρ(0) and µ ∈ [0, 1]. Therefore we find that

deg(I −K(µ, 1), Bρ(0), 0) = deg(I −K(0, 1), Bρ(0), 0) for any µ ∈ [0, 1].
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Let u ∈ Bρ(0) satisfy u = K(0, ν)u for some ν ∈ [0, 1]. That is

(3.2) ü + νf(u)u̇ + η0Au = 0.

Multiplying the equation above by u and integrating over [0, T ], we find

‖u̇‖2 = η0〈〈Au, u〉〉 ≤ η0‖A‖‖u‖2 ≤ η0

(
T

2π

)2

‖A‖‖u̇‖2.

Then again by the definition of η0, we find that u = 0. Thus u = 0 is the unique
solution of (3.2), and this implies that

deg(I −K(0, ν), Bρ(0), 0) = deg(I −K(0, 0), Bρ(0), 0) for any ν ∈ [0, 1].

It follows from the same argument that u 6= H(ξ)u for any u ∈ ∂Bρ(0) and any
ξ ∈ [23 , 1]. Therefore, we obtain

deg(I −H(0), Bρ(0), 0) = deg(I −H(1), Bρ(0), 0) = 1.

This implies that problem (V) has a T -periodic solution u ∈ Bρ(0) for each e ∈
H̃ \ {0} with ‖e‖ < ε.

Next, we show that each solution u ∈ Bρ(0) is a repellor. The initial value
problem (3.1) can be rewirtten as a system of equations

(3.3)
{

u̇ = v

v̇ = −f(u)v −Au + e

with (u(0), v(0)) = (u0, v0) ∈ RN × RN . Then the linearized equation of (3.3) is
given by the form

(S)
(

Φ̇
Ψ̇

)
=

(
0 IN

−f ′(u)u̇−A −f(u)

)(
Φ
Ψ

)
def= M(u)

(
Φ
Ψ

)
,

To prove that each solution u ∈ Bρ(0) is repellor, it is sufficient to show that
|Φi(t)| → ∞ and |Ψi(t)| → ∞ as t →∞. We denote by Θ(t) a fundamental matrix
of (S). Then by Floquet’s theorem (e.g., see [6]), we have that Θ(t) can be written
by the form

(P) Θ(t) = Q(t) exp(Rt),

where Q = {qkl} is a matrix such that qkl(t) is a continuous T -periodic function for
each k, l = 1, · · · , 2N , and R is a 2N × 2N constant matrix. Noting that fi(0) < 0
for each i, we have that the real part of each eigenvalue of the matrix

(
0 IN

−A −f(0)

)

is positive. In fact, each eigenvalue λ of the matrix above satisfies

λ(λ + fi(0i)) = −αi for each i,

where αi is an eigenvalue of A, and then the real part of λ is positive. Recalling
that u ∈ Bρ(0), we can choose ρ > 0 sufficiently small that the positive part of
each eigenvalue of R is positive. This implies that |Φi(t)| → ∞ and |Ψi(t)| → ∞ as
t →∞ for every i. This completes the proof. ¤
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4. Discussion

In this section, we give an example of a coupled Van der Pol oscillator with a
forcing term and illustrate the results of its numerical simulations.

Example 4.1. Consider the 2-dimensional coupled model of Van der Pol oscillator

ẍ +
(
x2 − 1

)
ẋ + x + 0.3y = β1 cos t,

ÿ +
(
y4 + y3 − 2y2 − 1

)
ẏ + 0.3x + y = β2 cos

(
t +

π

2

)
.

(4.1)

Putting e1(t) = β1 cos t, e2(t) = β2 cos
(
t + π

2

)
,

f(x, y) =
(

x2 − 1 0
0 y4 + y3 − 2y2 − 1

)
, and A =

(
1 0.3

0.3 1

)
,

one can see that (4.1) satisfies e = (e1, e2) ∈ H̃ \ {0}, condition (F) and (A’). It is
certain from Theorem 3.1 that (4.1) has a repellent periodic solution with period
2π for sufficiently small ‖e‖. We show the results of numerical simulations for two
cases where one is β1 and β2 are small and another is β1 and β2 are large. Both
in Case 1 and in Case 2, setting four initial values at (t0, x(t0), y(t0), ẋ(t0), ẏ(t0)) =
(0, 0, 0, 0, 0), (0, 0, 0,−1,−1), (0,−2,−1,−5,−10) and (0,−2,−2.5, 5,−10) reason-
ably, we have the following results. Here, let us call a orbit of a solution for t > 0
and for t < 0 by positive orbit and negative orbit respectively. If we can find a
closed invariant set (x(t), y(t), ẋ(t), ẏ(t)) with respect to t in a negative orbit, the
solution is repellent. By contrast, if we can find a closed invariant set in a positive
orbit, the solution is attractive.

Case 1. β1 = 0.7 and β2 = 1.

We first give an instance of a repellent periodic solution with period 2π. Figure
1 (a) and (b) show the time series (t, x(t), ẋ(t)) and (t, y(t), ẏ(t)) for t ∈ [−20, 50]
respectively. One can see on Figure 1 that the two negative orbits synchronize near
the origin with the amplitude small. Figure 2 (a) and (b) plot out the projections
(x(t), ẋ(t)) and (y(t), ẏ(t)) of the invariant set of the negative orbits for sufficiently
large −t respectively. This means that the closed orbit is a repellor. In case that
β1 = 0 and β2 = 0, (x(t), y(t)) = (0, 0) is clearly a trivial and unstable solution
of (4.1). We can regard a repellent periodic solution as a small perturbation of
this trivial solution. Figure 3 are drawn for the purpose of making sure that the
period of the orbit is 2π, where (a) and (b) are the plots of (t mod 2π, x(t)) and
(t mod 2π, y(t)) for sufficiently large −t respectively.

Case 2. β1 = 7 and β2 = 3.

We next give an instance of an attractive periodic solution with period 2π. In
this case, we can find the invariant set only for the positive orbits of (4.1). Figure
4 (a) and (b) show the projections (x(t), ẋ(t)) and (y(t), ẏ(t)) of the invariant set
respectively. By plotting out (t mod 2π, x(t)) and (t mod 2π, y(t)) for sufficiently
large t as Figure 3, we have that the period of the attractor is 2π. One can see on
Figure 4 that (a) is symmetrical with respect to the origin but (b) is not. This is
caused by the symmetry of f1 and the asymmetry of f2. In other words, a distant
orbit from the origin depends on the symmetry of fi on each dimension.
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y(t)ẏ(t)

t(a) (b)

Figure 1

-4 -2 2 4

-10

-7.5

-5

-2.5

2.5

5

7.5

10

-4 -2 2 4

-10

-7.5

-5

-2.5

2.5

5

7.5

10

x

ẋ
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Moreover, changing parameters on (4.1), we make a guess at the following re-
marks.

Remark 4.2. In Theorem 3.1, condition (A’) is reducible to

(A”) A is a positive definite matrix i.e. 〈Ax, x〉 > 0 for x ∈ RN \ {0}.
Remark 4.3. Under conditions (F) and (A”), (V) has an unique and attractive
T -periodic solution for sufficiently large e ∈ H̃ \ {0}.
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It is suggested about the remarks above that these proofs is more or less compli-
cated for lack of the symmetry of A. Furthermore, it is also well-known that (V)
has a subharmonic solution with odd number times T for medium ‖e‖, and then the
line symmetry of fi may be required for each i. We expect to argue such problems
in the forthcoming paper.
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