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#### Abstract

Let $\Omega$ be an open connected subset of $\mathbb{R}^{n}$ for which the imbedding of the Sobolev space $W_{0}^{1,2}(\Omega)$ into the space $L^{2}(\Omega)$ is compact. We consider the Dirichlet eigenvalue problem for the Laplace operator in the open subset $\phi(\Omega)$ of $\mathbb{R}^{n}$, where $\phi$ is a Lipschitz continuous homeomorphism of $\Omega$ onto $\phi(\Omega)$. Then we prove a result of real analytic dependence for symmetric functions of the eigenvalues upon variation of $\phi$.


## 1. Introduction.

This paper concerns the dependence of the Dirichlet eigenvalues for the Laplace operator upon domain perturbation.

To prove our results, we need to develop some preliminary abstract results for the dependence of the eigenvalues of a compact selfadjoint operator in Hilbert space, upon perturbation of both the scalar product and the operator. With this respect, we mention the Lipschitz continuity result of Cox [1], and that of [6].

Let $(H,<\cdot, \cdot>)$ be a real Hilbert space, which we shall consider as the 'environment' space. Then we consider a variable scalar product $Q$ on $H$, and we denote by $H_{Q}$ the Hilbert space $H$ endowed with the scalar product $Q$. We shall study the dependence of the spectrum and of the projections onto the eigenspaces of a compact selfadjoint operator $T$ acting in $H_{Q}$ upon perturbation of $Q, T$. For each $(Q, T)$, we assume the eigenvalues $\mu_{j}[T]$ of $T$ in $H_{Q}$ to be indexed by nonzero integer numbers, and we count each eigenvalue as many times as its geometric multiplicity (see section 2.) Then we consider a finite set $F$ of indices, and we consider the set $\mathcal{A}[F]$ of the pairs $(Q, T)$ for which $T$ is compact and selfadjoint in $H_{Q}$ and has the $j$-th eigenvalue for all $j$ in $F$, and for which all the eigenvalues indexed by $F$ are distinct from the eigenvalues with indices not in $F$ (cf. (2.5).) As it is well known, for a fixed scalar product $Q$, the eigenvalues of $T$ depend with continuity upon $T$. For a fixed scalar product, Rellich and Nagy (cf. e.g., Rellich [12, Thm. 1, p. 33]) have proved that if $\left\{T_{\eta}\right\}_{\eta \in \mathbb{I}}$ is a one-parameter real analytic family of compact selfadjoint operators in $H$, with $\mathbb{I}$ an interval of $\mathbb{R}$ containing 0 , and if $T_{0}$ has a certain eigenvalue $\tilde{\mu}$ of multiplicity $m \geq 1$, then there exist $m$ real analytic functions $\mu_{1}(\cdot), \ldots, \mu_{m}(\cdot)$ defined in a neighborhood of 0 such that $\tilde{\mu}=\mu_{1}(0)=\cdots=\mu_{m}(0)$, and such that $\mu_{1}(\eta), \ldots, \mu_{m}(\eta)$ are eigenvalues for $T_{\eta}$. In other words, Rellich and Nagy have shown that for a one parameter real analytic family of operators, an

[^0]eigenvalue of multiplicity $m$ 'splits' analytically into $m$ eigenvalues of the perturbed operator. One may think of extending such analyticity result for the dependence of the eigenvalues of the operators of a one parameter family, to a result of real analytic dependence of the eigenvalues of $T$ upon $T$ itself, i.e. by thinking $T$ as an independent variable in the Banach space $\mathcal{K}_{s}(H, H)$ of selfadjoint compact operators equipped with its usual operator norm. Although such idea may be enhanced by the above mentioned continuity result for the dependence of the eigenvalues of $T$ upon $T$ itself, easily constructed examples in finite dimension show that one cannot expect that the dependence of the eigenvalues of $T$ upon $T$ itself be differentiable or analytic. In this paper, we show that although the eigenvalues of $T$ cannot be expected to depend real analytically on $T$, no matter whether $Q$ is held fixed or not, the elementary symmetric functions of the eigenvalues of $T$ indexed by the indices of $F$ depend real analytically on $(Q, T) \in \mathcal{A}[F]$. We denote by $\mathcal{Q}\left(H^{2}, \mathbb{R}\right)$, the set of continuous and coercive scalar products on $H$. The set $\mathcal{Q}\left(H^{2}, \mathbb{R}\right)$ can be shown to be open in the linear space $\mathcal{B}_{s}\left(H^{2}, \mathbb{R}\right)$ of symmetric bilinear forms. Instead, the set of pairs $(Q, T)$ for which $T$ is a compact selfadjoint operator in $H_{Q}$ is neither a linear subspace nor an open subset of $\mathcal{B}_{s}\left(H^{2}, \mathbb{R}\right) \times \mathcal{L}(H, H)$. Thus, a first difficulty is to clarify in what sense our symmetric functions of the eigenvalues of $T$ for $(Q, T)$ in $\mathcal{A}[F]$ depend real analytically on $(Q, T)$. As we shall see in Theorem 2.30 , one can take $(\tilde{Q}, \tilde{T})$ in $\mathcal{A}[F]$ and extend locally the symmetric functions of the eigenvalues of $T$ for $(Q, T)$ in $\mathcal{A}[F]$ to an open neighborhood of $(\tilde{Q}, \tilde{T})$ in $\mathcal{B}_{s}\left(H^{2}, \mathbb{R}\right) \times \mathcal{L}(H, H)$. To do so, we need to introduce the orthogonal projection $P_{F}[Q, T]$ of $H_{Q}$ onto the space generated by the eigenvectors of $T$ relative to the eigenvalues of $T$ indexed by the indices of $F$, and show that $P_{F}[\cdot, \cdot]$ can be extended locally to an open neighborhood of $(\tilde{Q}, \tilde{T})$ in $\mathcal{B}_{s}\left(H^{2}, \mathbb{R}\right) \times \mathcal{L}(H, H)$. Once the extension of $P_{F}[\cdot, \cdot \cdot]$ is shown to exist, we can deduce the existence of the extension for the symmetric functions by an argument of reduction to finite dimension (cf. Proof of Theorem 2.30.)

Next, we apply our abstract results to a concrete situation. We shall consider the dependence of the eigenvalues of the Laplace operator $-\Delta$ upon domain perturbation. We fix an open subset $\Omega$ of $\mathbb{R}^{n}$ such that the Sobolev space $W_{0}^{1,2}(\Omega)$ is compactly imbedded in $L^{2}(\Omega)$, and we consider the Dirichlet eigenvalue problem for the Laplace operator in the open subset $\phi(\Omega)$ of $\mathbb{R}^{n}$, where $\phi$ is a Lipschitz continuous homeomorphism of $\Omega$ onto $\phi(\Omega)$. Then we consider the eigenvalue problem

$$
\begin{equation*}
-\Delta v=\lambda v \quad \text { in } \phi(\Omega) \tag{1.1}
\end{equation*}
$$

with Dirichlet boundary conditions. Problem (1.1) has been defined on the $\phi$ dependent domain $\phi(\Omega)$, and we shall transform it into a problem on $\Omega$. To do so, we consider the Sobolev space $W_{0}^{1,2}(\Omega)$ obtained by taking the closure of the space $\mathcal{D}(\Omega)$ of the $C^{\infty}$ functions with compact support in $\Omega$ in the Sobolev space $W^{1,2}(\Omega)$ of distributions in $\Omega$ which have weak derivatives up to the first order in $L^{2}(\Omega)$, endowed with its usual norm (cf. (3.1).) By the Poincaré inequality, one has an equivalent norm in $W_{0}^{1,2}(\Omega)$ by taking the energy norm $\left\{\int_{\Omega}|D u|^{2} d x\right\}^{1 / 2}$, for all $u \in W_{0}^{1,2}(\Omega)$. We denote by $w_{0}^{1,2}(\Omega)$ the space $W_{0}^{1,2}(\Omega)$ with the scalar product associated to the energy norm. The space $w_{0}^{1,2}(\Omega)$ will play the role of our
'environment' space $H$. Then we introduce the 'variable' scalar product

$$
Q_{\phi}\left[u_{1}, u_{2}\right]=\int_{\Omega} D u_{1}(D \phi)^{-1}(D \phi)^{-t} D u_{2}^{t}|\operatorname{det} D \phi| d x \quad \forall u_{1}, u_{2} \in W_{0}^{1,2}(\Omega)
$$

and we denote by $w_{0, \phi}^{1,2}(\Omega)$ the space $W_{0}^{1,2}(\Omega)$ endowed with the scalar product $Q_{\phi}$. Under our assumptions on $\phi$, the function $u$ belongs to $w_{0}^{1,2}(\Omega)$ if and only if the function $u \circ \phi^{(-1)}$ belongs to $w_{0}^{1,2}(\phi(\Omega))$. Furthermore, the imbedding of $W_{0}^{1,2}(\phi(\Omega))$ into $L^{2}(\phi(\Omega))$ is compact. Thus the operator $-\Delta$ is well known to be an isomorphism of $W_{0}^{1,2}(\phi(\Omega))$ onto its dual space $W^{-1,2}(\phi(\Omega))$. Since $L^{2}(\phi(\Omega))$ in naturally included in $W^{-1,2}(\phi(\Omega))$, and $W_{0}^{1,2}(\phi(\Omega))$ is (compactly) imbedded in $L^{2}(\phi(\Omega))$, it can be shown that for all $u \in w_{0}^{1,2}(\Omega)$, there exists one and only one element $T_{\phi} u \in w_{0}^{1,2}(\Omega)$ such that $\left(T_{\phi} u\right) \circ \phi^{(-1)} \in w_{0}^{1,2}(\phi(\Omega))$ and

$$
-\Delta\left(\left(T_{\phi} u\right) \circ \phi^{(-1)}\right)=u \circ \phi^{(-1)} \quad \text { in } \phi(\Omega)
$$

Hence, we can consider the operator $T_{\phi}$ of $w_{0, \phi}^{1,2}(\Omega)$ to itself, and one can easily show that $T_{\phi}$ is selfadjoint in $w_{0, \phi}^{1,2}(\Omega)$. Instead, one cannot expect that $T_{\phi}$ be selfadjoint in $w_{0}^{1,2}(\Omega)$. Thus it becomes clear that if one wishes to preserve selfadjointness, then one has to consider different scalar products in $w_{0}^{1,2}(\Omega)$ for different $\phi$ 's. We will take $w_{0}^{1,2}(\Omega)$ as our environment space $H$, and $w_{0, \phi}^{1,2}(\Omega)$ will play the role of $H_{Q}$, and we will apply the abstract results introduced above.

The paper is organized as follows. Section 2 provides the abstract results mentioned above. Section 3 contains the applications of the results of Section 2 to the Dirichlet eigenvalue problem for the Laplace operator.

## 2. Analyticity of the symmetric functions of the eigenvalues

We first introduce some technical preliminaries and notation. Let $\mathcal{X}, \mathcal{Y}, \mathcal{Z}$ be real Banach spaces. We denote by $\mathcal{L}(\mathcal{X}, \mathcal{Y})$ the Banach space of linear and continuous maps of $\mathcal{X}$ to $\mathcal{Y}$ endowed with its usual norm of the uniform convergence on the unit sphere of $\mathcal{X}$. We denote by $\mathcal{B}(\mathcal{X} \times \mathcal{Y}, \mathcal{Z})$ the space of the bilinear and continuous maps of $\mathcal{X} \times \mathcal{Y}$ to $\mathcal{Z}$ endowed with the norm of the uniform convergence on the cross product of the unit sphere of $\mathcal{X}$ and of the unit sphere of $\mathcal{Y}$. We say that the space $\mathcal{X}$ is continuously imbedded in the space $\mathcal{Y}$ provided that $\mathcal{X}$ is a linear subspace of $\mathcal{Y}$, and that the inclusion map is continuous. We denote by $\mathbb{Z}$ the set of integer numbers, and by $\mathbb{N}$ the set of natural numbers including 0 . The inverse function of an invertible function $f$ is denoted $f^{(-1)}$, as opposed to the reciprocal of a complex-valued function $g$, or the inverse of a matrix $A$, which are denoted $g^{-1}$ and $A^{-1}$, respectively. If $A \equiv\left(a_{r s}\right)_{r, s=1, \ldots, n}$ is an $n \times n$ matrix with real entries, we set $|A| \equiv\left\{\sum_{r, s=1}^{n} a_{r s}^{2}\right\}^{1 / 2}$, and we denote by $A^{t}$ the transpose matrix of $A$. If $A$ is invertible, we set $A^{-t} \equiv\left(A^{-1}\right)^{t}$. Let $(H,<\cdot, \cdot>)$ be a real Hilbert space. Let $\|\cdot\|$ denote the norm associated to the scalar product $\langle\cdot, \cdot>$ on $H$, and $\operatorname{dim}(H)$ denote the possibly infinite dimension of $H$. We denote by $H_{Q}$ the linear space $H$ endowed with a scalar product $Q$ defined on $H$. We denote by $\|\cdot\|_{Q}$ the norm associated to the scalar product $Q$ on $H$. We denote by $I$ the identity
operator in $H$. We denote by $\mathcal{K}(H, H)$ the real Banach subspace of $\mathcal{L}(H, H)$ of those elements $T$ which are compact, i.e., which map bounded subsets of $H$ to subsets of $H$ with compact closure. We denote by $\mathcal{K}_{s}\left(H_{Q}, H_{Q}\right)$ the real Banach subspace of $\mathcal{K}\left(H_{Q}, H_{Q}\right)$ of those elements $T$ such that $Q[T u, v]=Q[u, T v]$ for all $u, v \in H_{Q}$. As it is well known, if $T \in \mathcal{K}_{s}\left(H_{Q}, H_{Q}\right)$, then there exists a subset $\sigma[T]$ of $\mathbb{R}$, named the spectrum, with $\sigma[T]$ finite or countable, such that $\mathbb{R} \backslash \sigma[T]$ is the set of $\mu$ such that the operator $T-\mu I$ is a linear homeomorphism of $H_{Q}$. It is also wellknown that all the elements $\mu$ of $\sigma[T] \backslash\{0\}$ are eigenvalues of $T$, i.e., the null space $\operatorname{Ker}(T-\mu I) \neq\{0\}$. Furthermore, 0 is the only possible accumulation point of $\sigma[T]$. We call multiplicity of an eigenvalue $\mu$, the dimension of the space $\operatorname{Ker}(T-\mu I)$. We denote by $j^{+}[T]$ the (possibly infinite) number of elements of $\left.\sigma[T] \cap\right] 0,+\infty[$, each counted with its multiplicity, and we denote by $j^{-}[T]$ the (possibly infinite) number of elements of $\sigma[T] \cap]-\infty, 0$, each counted with its multiplicity. We also set $J^{+}[T] \equiv\left\{j \in \mathbb{Z}: 1 \leq j \leq j^{+}[T]\right\}, J^{-}[T] \equiv\left\{j \in \mathbb{Z}:-j^{-}[T] \leq j \leq-1\right\}$. Then there exists a uniquely determined function $j \mapsto \mu_{j}[T]$ of $J[T] \equiv J^{-}[T] \cup J^{+}[T]$ to $\mathbb{R} \backslash\{0\}$ such that $j \mapsto \mu_{j}[T]$ is decreasing on $J^{-}[T]$ and on $J^{+}[T]$, and such that

$$
\sigma[T] \backslash\{0\}=\left\{\mu_{j}[T]: j \in J[T]\right\}
$$

and such that each eigenvalue is repeated as many times as its multiplicity. We shall require the imbedding of $H_{Q}$ in $H$ to be continuous, and thus that the scalar product $Q$ be coercive on $H$. Thus we introduce the following Lemma concerning continuous bilinear forms on $H$, whose verification is straightforward.

Lemma 2.1. Let $H$ be a real Hilbert space. Let $\eta[\cdot]$ be the map of $\mathcal{B}\left(H^{2}, \mathbb{R}\right)$ to $\mathbb{R}$ defined by

$$
\eta[B] \equiv \inf \left\{\frac{B[u, u]}{\|u\|^{2}}: u \in H \backslash\{0\}\right\}
$$

for all $B \in \mathcal{B}\left(H^{2}, \mathbb{R}\right)$. Then we have

$$
|\eta[B]| \leq\|B\|_{\mathcal{B}\left(H^{2}, \mathbb{R}\right)}, \quad\left|\eta\left[B_{1}\right]-\eta\left[B_{2}\right]\right| \leq\left\|B_{1}-B_{2}\right\|_{\mathcal{B}\left(H^{2}, \mathbb{R}\right)}
$$

for all $B, B_{1}, B_{2} \in \mathcal{B}\left(H^{2}, \mathbb{R}\right)$. In particular, the set $\left\{B \in \mathcal{B}\left(H^{2}, \mathbb{R}\right): \eta[B]>0\right\}$ is open in $\mathcal{B}\left(H^{2}, \mathbb{R}\right)$.

Since scalar products are bilinear and symmetric forms, we introduce the following notation

$$
\mathcal{B}_{s}\left(H^{2}, \mathbb{R}\right) \equiv\left\{B \in \mathcal{B}\left(H^{2}, \mathbb{R}\right): B\left[u_{1}, u_{2}\right]=B\left[u_{2}, u_{1}\right] \quad \forall u_{1}, u_{2} \in H\right\}
$$

Clearly, $\mathcal{B}_{s}\left(H^{2}, \mathbb{R}\right)$ is a closed linear subspace of $\mathcal{B}\left(H^{2}, \mathbb{R}\right)$. Then the set of coercive elements of $\mathcal{B}_{s}\left(H^{2}, \mathbb{R}\right)$ is denoted

$$
\begin{equation*}
\mathcal{Q}\left(H^{2}, \mathbb{R}\right) \equiv\left\{B \in \mathcal{B}_{s}\left(H^{2}, \mathbb{R}\right): \eta[B]>0\right\} \tag{2.2}
\end{equation*}
$$

Now we observe that if $Q$ is a scalar product on $H$, and if the imbedding of $H_{Q}$ in $H$ is a homeomorphism, then $Q \in \mathcal{Q}\left(H^{2}, \mathbb{R}\right)$, and that conversely, if $Q \in \mathcal{Q}\left(H^{2}, \mathbb{R}\right)$, then $Q$ is a scalar product on $H$, and the identity of $H_{Q}$ in $H$ is a homeomorphism. We obviously have

$$
\begin{equation*}
\eta[Q]^{1 / 2}\|u\| \leq\|u\|_{Q} \leq\|Q\|_{\mathcal{B}\left(H^{2}, \mathbb{R}\right)}^{1 / 2}\|u\| \tag{2.3}
\end{equation*}
$$

for all $u \in H$, and for all $Q \in \mathcal{Q}\left(H^{2}, \mathbb{R}\right)$. We also note that if $Q$ belongs to $\mathcal{Q}\left(H^{2}, \mathbb{R}\right)$, then $\mathcal{L}\left(H_{Q}, H_{Q}\right)$ equals $\mathcal{L}(H, H)$ algebraically and topologically. Similarly, $\mathcal{K}\left(H_{Q}, H_{Q}\right)$ equals $\mathcal{K}(H, H)$ algebraically and topologically. Instead, $\mathcal{K}_{s}\left(H_{Q}, H_{Q}\right)$ may vary with $Q \in \mathcal{Q}\left(H^{2}, \mathbb{R}\right)$, although the topology of $H_{Q}$ does not.

We now set

$$
\mathcal{M} \equiv\left\{(Q, T) \in \mathcal{B}_{s}\left(H^{2}, \mathbb{R}\right) \times \mathcal{K}(H, H): Q[T u, v]=Q[u, T v] \forall u, v \in H\right\}
$$

Clearly, $\mathcal{M}$ is a closed subset of $\mathcal{B}_{s}\left(H^{2}, \mathbb{R}\right) \times \mathcal{K}(H, H)$. Furthermore, the set

$$
\begin{aligned}
\mathcal{O} \equiv \mathcal{M} \cap\left(\mathcal{Q}\left(H^{2}, \mathbb{R}\right)\right. & \times \mathcal{K}(H, H)) \\
& =\left\{(Q, T) \in \mathcal{Q}\left(H^{2}, \mathbb{R}\right) \times \mathcal{K}(H, H): T \in \mathcal{K}_{s}\left(H_{Q}, H_{Q}\right)\right\}
\end{aligned}
$$

is obviously open in $\mathcal{M}$. For a more detailed analysis of the set $\mathcal{O}$, we refer to [8]. Unless otherwise specified, we think of $\mathcal{O}$ as endowed of a product norm of $\mathcal{B}_{s}\left(H^{2}, \mathbb{R}\right) \times \mathcal{K}(H, H)$.

By exploiting the variational formulas for the eigenvalues of a compact selfadjoint operator, one can prove the following (cf. [6, §2].)

Theorem 2.4. Let $H$ be a real Hilbert space. Let $j \in \mathbb{Z} \backslash\{0\}$, then the set

$$
\mathcal{A}_{j} \equiv\{(Q, T) \in \mathcal{O}: j \in J[T]\}
$$

is open in $\mathcal{M}$. The function $\mu_{j}[\cdot]$ of $\mathcal{A}_{j}$ to $\mathbb{R}$ which takes $(Q, T) \in \mathcal{A}_{j}$ to $\mu_{j}[T]$ is continuous.

Now we consider a certain finite subset $F$ of $\mathbb{Z} \backslash\{0\}$, and the set of pairs $(Q, T)$ for which $F \subseteq J[T]$ and for which the eigenvalues $\mu_{j}[T]$ with $j \in F$ do not equal any of the eigenvalues $\mu_{l}[T]$ of $T$ with $l \in J[T] \backslash F$. Thus we introduce the following notation.

$$
\begin{equation*}
\mathcal{A}[F] \equiv\left\{(Q, T) \in \mathcal{O}: j \in J[T] \forall j \in F, \mu_{l}[T] \notin\left\{\mu_{j}[T]: j \in F\right\} \forall l \in J[T] \backslash F\right\} \tag{2.5}
\end{equation*}
$$

By Theorem 2.4, the functions $\mu_{j}[\cdot]$ are continuous on $\mathcal{A}[F]$, for all $j \in F$, and $\mathcal{A}[F]$ is open in $\mathcal{M}$.

For each finite subset $F$ of $\mathbb{Z} \backslash\{0\}$, and $(Q, T) \in \mathcal{A}[F]$, we define the orthogonal projection $P_{F}[Q, T]$ of $H_{Q}$ onto the subspace $E[T, F]$ of $H_{Q}$ generated by the set

$$
\left\{u \in H_{Q}: T u=\mu u, \text { for some } \mu \in\left\{\mu_{j}[T]: j \in F\right\}\right\}
$$

Then we have the following obvious statement.
Proposition 2.6. Let $H$ be a real Hilbert space. Let $F$ be a finite subset of $\mathbb{Z} \backslash\{0\}$. Let $(Q, T) \in \mathcal{A}[F]$. Then $E[T, F]$ has dimension equal to the number $|F|$ of elements of $F$, and $P_{F}[Q, T]$ satisfies the following system

$$
\begin{cases}\left(I-P_{F}[Q, T]\right) \circ T \circ P_{F}[Q, T]=0 & \text { in } \mathcal{L}(H, H)  \tag{2.7}\\ Q\left[a-P_{F}[Q, T](a), P_{F}[Q, T](b)\right]=0 & \forall a, b \in H\end{cases}
$$

In particular, $E[T, F]$ is an invariant subspace of $H$ for $T$.
Our goal is now to analyze the regularity of the dependence of $P_{F}[Q, T]$ upon the pair $(Q, T)$. To do so, we need to introduce a result of Kato, and thus some preliminaries.

Let $\hat{H}$ be the complexified space of $H$. The complexified operator $\hat{T}$ of $T$ is the complex linear operator in $\hat{H}$ defined by $\hat{T}[u+i v] \equiv T[u]+i T[v]$ for all $u, v \in H$. The complexified scalar product $\hat{Q}$ of $Q$ on $\hat{H}$ is defined by

$$
\hat{Q}\left[u_{1}+i v_{1}, u_{2}+i v_{2}\right] \equiv Q\left[u_{1}, u_{2}\right]+Q\left[v_{1}, v_{2}\right]+i\left(Q\left[v_{1}, u_{2}\right]-Q\left[u_{1}, v_{2}\right]\right),
$$

for all $u_{1}, u_{2}, v_{1}, v_{2} \in H$. As usual, we set $\operatorname{Re}(u+i v) \equiv u, \operatorname{Im}(u+i v) \equiv v$, for all $u$, $v \in H$. We denote by $\hat{I}$ the identity operator in the complexified space $\hat{H}$, and by $\mathcal{L}_{\mathbb{C}}(\hat{H}, \hat{H})$ the space of continuous complex-linear maps in $\hat{H}$. If $S \in \mathcal{L}_{\mathbb{C}}(\hat{H}, \hat{H})$, then the resolvent $\rho_{\mathbb{C}}[S]$ of $S$ denotes the set of $\mu \in \mathbb{C}$ such that $(S-\mu \hat{I})$ is a linear homeomorphism of $\hat{H}$. Then $\sigma_{\mathbb{C}}[S]$ denotes the spectrum $\mathbb{C} \backslash \rho_{\mathbb{C}}[S]$ of $S$. Then we have the following classical result (see Kato [4, III, §6, and pp. 276, 277].)
Theorem 2.8. Let $H$ be a real Hilbert space, $Q \in \mathcal{Q}\left(H^{2}, \mathbb{R}\right)$. Let $T \in \mathcal{L}(H, H)$. Let $\tilde{\mu}$ be an isolated point of $\sigma_{\mathbb{C}}[T]$. Let $r>0$ be smaller than the distance of $\tilde{\mu}$ from $\sigma_{\mathbb{C}}[\hat{T}] \backslash\{\tilde{\mu}\}$. Let

$$
\gamma_{r}(\theta) \equiv \tilde{\mu}+r e^{i \theta} \quad \forall \theta \in[0,2 \pi] .
$$

Then the operator

$$
\begin{equation*}
P[T, \tilde{\mu}] \equiv-\frac{1}{2 \pi i} \int_{\gamma_{r}}(\hat{T}-\xi \hat{I})^{(-1)} d \xi \tag{2.9}
\end{equation*}
$$

is a projection in $\hat{H}$, i.e., $\hat{H}=(\hat{I}-P[T, \tilde{\mu}])[\hat{H}] \oplus P[T, \tilde{\mu}][\hat{H}]$, although such direct sum is not necessarily orthogonal. The operator $P[T, \tilde{\mu}]$ is continuous. The operator $\hat{T}$ maps the image of $P[T, \tilde{\mu}]$ to itself and the image of $\hat{I}-P[T, \tilde{\mu}]$ to itself. The spectrum of the restriction of $\hat{T}$ to the image of $P[T, \tilde{\mu}]$ coincides with $\{\tilde{\mu}\}$, and the spectrum of the restriction of $\hat{T}$ to the image of $\hat{I}-P[T, \tilde{\mu}]$ coincides with $\sigma_{\mathbb{C}}[\hat{T}] \backslash\{\tilde{\mu}\}$. If we further assume that $T$ is normal, i.e. $T^{*} T=T T^{*}$ where $T^{*}$ is the adjoint of $T$ in $H_{Q}$, then the projection $P[T, \tilde{\mu}]$ is orthogonal with respect to the scalar product $\hat{Q}$ in $\hat{H}$. In particular, if $T$ is selfadjoint, i.e. if $T=T^{*}$ in $H_{Q}$, then $\tilde{\mu}$ is real, and the restriction of $\operatorname{Re} P[T, \tilde{\mu}]$ to $H_{Q}$ is the orthogonal projection of $H_{Q}$ onto the kernel $\operatorname{Ker}(T-\tilde{\mu} I)$, and $T$ maps the image of $\operatorname{Re} P[T, \tilde{\mu}]$ to itself, and the image of $I-\operatorname{Re} P[T, \tilde{\mu}]$ to itself.

By exploiting the above Theorem of Kato [4], one can prove the following (cf. [6, §2], Kato [4, Thm. 3.16, p. 212].)
Theorem 2.10. Let $H$ be a real Hilbert space. Let $F$ be a finite subset of $\mathbb{Z} \backslash\{0\}$. Then the map $P_{F}$ of $\mathcal{A}[F]$ to $\mathcal{L}(H, H)$ which takes $(Q, T) \in \mathcal{A}[F]$ to $P_{F}[Q, T]$ is continuous.

We are interested in a result of real analytic dependence of $P_{F}[Q, T]$ upon $(Q, T)$. However, $\mathcal{A}[F]$ is an open subset of $\mathcal{M}$, but $\mathcal{M}$ does not have a linear structure. Then we will be looking for real analytic extensions of $P_{F}[\cdot, \cdot]$ to open subsets of some Banach space. As we shall see shortly, a natural Banach space to consider is $\mathcal{B}_{s}\left(H^{2}, \mathbb{R}\right) \times \mathcal{L}(H, H)$. Then one could exploit the right hand side of (2.9) to define an extension of $P_{F}[\cdot, \cdot]$. However, if $T$ is not selfadjoint (or at least normal),
the right hand side of (2.9) is not an orthogonal projection and does not necessarily satisfy system (2.7). By exploiting a different avenue, we can prove the existence of an extension of $P_{F}[\cdot, \cdot]$, which satisfies a weaker version of (2.7) (see (2.12) below.) Thus, we introduce the following.
Theorem 2.11. Let $H$ be a real Hilbert space. Let $(\tilde{Q}, \tilde{T}) \in \mathcal{Q}\left(H^{2}, \mathbb{R}\right) \times \mathcal{L}(H, H)$. Let $\tilde{\mu} \in \mathbb{R} \backslash\{0\}$. Let $\tilde{E} \equiv \operatorname{Ker}(\tilde{T}-\tilde{\mu} I) \neq\{0\}$. Let $\tilde{P}$ be the orthogonal projection in $H_{\tilde{Q}}$ onto $\tilde{E}$. If $\tilde{T}-\tilde{\mu} I$ is a linear homeomorphism of the orthogonal space $\tilde{E}^{\perp, \tilde{Q}}$ of $\tilde{E}$ in $H_{\tilde{Q}}$ onto $\tilde{E}^{\perp, \tilde{Q}}$, then there exist an open neighborhood $\tilde{\mathcal{Q}}$ of $\tilde{Q}$ in $\mathcal{Q}\left(H^{2}, \mathbb{R}\right)$, and an open neighborhood $\tilde{\mathcal{U}}$ of $\tilde{T}$ in $\mathcal{L}(H, H)$, and an open neighborhood $\tilde{\mathcal{V}}$ of $\tilde{P}$ in $\mathcal{L}(H, H)$, and a real analytic map $P^{\sharp}[\cdot, \cdot]$ of $\tilde{\mathcal{Q}} \times \tilde{\mathcal{U}}$ to $\tilde{\mathcal{V}}$ such that the graph of $P^{\sharp}[\cdot, \cdot]$ coincides with the set of triples $(Q, T, P)$ of $\tilde{\mathcal{Q}} \times \tilde{\mathcal{U}} \times \tilde{\mathcal{V}}$ such that the following system holds

$$
\begin{cases}(I-P) \circ T \circ P_{\mid \tilde{E}}=0 & \text { in } \mathcal{L}(\tilde{E}, H),  \tag{2.12}\\ Q[a-P(a), P(b)]=0 & \forall(a, b) \in \tilde{E}^{\perp, \tilde{Q}} \times H .\end{cases}
$$

Proof. To prove the Theorem, we shall now recast system (2.12) into an abstract equation and apply the Implicit Function Theorem for real analytic operators. To do so, we introduce the map $\Lambda$ of $\mathcal{Q}\left(H^{2}, \mathbb{R}\right) \times \mathcal{L}(H, H) \times \mathcal{L}(H, H)$ to $\mathcal{L}(\tilde{E}, H) \times$ $\mathcal{B}\left(\tilde{E}^{\perp, \tilde{Q}} \times H, \mathbb{R}\right)$ by setting

$$
\Lambda[Q, T, P] \equiv\left((I-P) \circ T \circ P_{\mid \tilde{E}}, Q[I-P, P]\right)
$$

for all $(Q, T, P) \in \mathcal{Q}\left(H^{2}, \mathbb{R}\right) \times \mathcal{L}(H, H)_{\tilde{\sim}} \times \mathcal{L}(H, H)$. Furthermore, the differential of $\Lambda$ with respect to the variable $P$ at $(\tilde{Q}, \tilde{T}, \tilde{P})$ is delivered by the formula

$$
\begin{aligned}
d_{P} \Lambda[\tilde{Q}, \tilde{T}, \tilde{P}](\dot{P}) & \\
& =(-\dot{P} \circ \tilde{T}+(I-\tilde{P}) \circ \tilde{T} \circ \dot{P}, \tilde{Q}[I-\tilde{P}, \dot{P}]-\tilde{Q}[\dot{P}, \tilde{P}])
\end{aligned}
$$

for all $\dot{P} \in \mathcal{L}(H, H)$. We now prove that $d_{P} \Lambda[\tilde{Q}, \tilde{T}, \tilde{P}]$ is a bijection. It suffices to show that for each $(M, S) \in \mathcal{L}(\tilde{E}, H) \times \mathcal{B}\left(\tilde{E}^{\perp, \tilde{Q}} \times H, \mathbb{R}\right)$, there exists a unique $\dot{P} \in \mathcal{L}(H, H)$ such that

$$
\begin{cases}-\dot{P} \circ \tilde{T}+(I-\tilde{P}) \circ \tilde{T} \circ \dot{P}=M & \text { in } \mathcal{L}(\tilde{E}, H),  \tag{2.13}\\ \tilde{Q}\left[a_{1}, \dot{P}\left[b_{1}+b_{2}\right]\right]-\tilde{Q}\left[\dot{P}\left[a_{1}\right], b_{2}\right] & \\ =S\left[a_{1}, b_{1}+b_{2}\right] & \forall a_{1}, b_{1} \in \tilde{E} \perp, \tilde{Q}, b_{2} \in \tilde{E}\end{cases}
$$

Obviously, $\tilde{T}=\tilde{\mu} I$ on $\tilde{E}$. Consequently, $(I-\tilde{P}) \circ \tilde{T} \circ \tilde{P} \circ \dot{P}=0$. Furthermore, $\tilde{T}-\tilde{\mu} I$ maps $\tilde{E}^{\perp, \tilde{Q}}$ to itself. In particular, $\tilde{T}$ maps $\tilde{E}^{\perp, \tilde{Q}}$ to itself, and

$$
(I-\tilde{P}) \circ \tilde{T} \circ(I-\tilde{P}) \circ \dot{P}=\tilde{T} \circ(I-\tilde{P}) \circ \dot{P} \quad \forall \dot{P} \in \mathcal{L}(H, H)
$$

Thus by setting

$$
\dot{P}_{1} \equiv(I-\tilde{P}) \circ \dot{P}_{\mid \tilde{E}}, \quad \dot{P}_{2} \equiv \tilde{P} \circ \dot{P}_{\mid \tilde{E}}, \dot{P}_{3} \equiv(I-\tilde{P}) \circ \dot{P}_{\mid \tilde{E}^{\perp, \tilde{Q}}}, \dot{P}_{4} \equiv \tilde{P} \circ \dot{P}_{\mid \tilde{E}^{\perp, \tilde{Q}}}
$$

the first equation of (2.13) can be rewritten as

$$
-\tilde{\mu} \dot{P}_{2}-\tilde{\mu} \dot{P}_{1}+\tilde{T} \circ \dot{P}_{1}=\tilde{P} \circ M+(I-\tilde{P}) \circ M
$$

or equivalently as

$$
\begin{cases}-\tilde{\mu} \dot{P}_{2}=\tilde{P} \circ M & \text { in } \mathcal{L}(\tilde{E}, H)  \tag{2.14}\\ (\tilde{T}-\tilde{\mu} I) \circ \dot{P}_{1}=(I-\tilde{P}) \circ M & \text { in } \mathcal{L}(\tilde{E}, H)\end{cases}
$$

In particular, it follows that $\dot{P}_{1}$ and $\dot{P}_{2}$ are uniquely determined by $M$. Indeed,

$$
\begin{equation*}
\dot{P}_{1}=\left[(\tilde{T}-\tilde{\mu} I)_{\mid \tilde{E}^{\perp, \tilde{Q}}}\right]^{(-1)} \circ(I-\tilde{P}) \circ M, \quad \dot{P}_{2}=-\tilde{\mu}^{-1} \tilde{P} \circ M \tag{2.15}
\end{equation*}
$$

Now we note that

$$
\tilde{Q}\left[a_{1}, \dot{P}_{4}\left[b_{1}\right]\right]=\tilde{Q}\left[a_{1}, \dot{P}_{2}\left[b_{2}\right]\right]=\tilde{Q}\left[\dot{P}_{3}\left[a_{1}\right], b_{2}\right]=0
$$

for all $a_{1}, b_{1} \in \tilde{E}^{\perp, \tilde{Q}}, b_{2} \in \tilde{E}$. Then it follows that the second equation of (2.13) can be written as follows

$$
\tilde{Q}\left[a_{1}, \dot{P}_{3}\left[b_{1}\right]+\dot{P}_{1}\left[b_{2}\right]\right]-\tilde{Q}\left[\dot{P}_{4}\left[a_{1}\right], b_{2}\right]=S\left[a_{1}, b_{1}+b_{2}\right]
$$

for all $a_{1}, b_{1} \in \tilde{E}^{\perp, \tilde{Q}}, b_{2} \in \tilde{E}$. Then by setting $b_{2}=0$, it follows that the second equation of (2.13) is equivalent to the following system

$$
\left\{\begin{array}{l}
\tilde{Q}\left[a_{1}, \dot{P}_{3}\left[b_{1}\right]\right]=S\left[a_{1}, b_{1}\right]  \tag{2.16}\\
\tilde{Q}\left[a_{1}, \dot{P}_{1}\left[b_{2}\right]\right]-\tilde{Q}\left[\dot{P}_{4}\left[a_{1}\right], b_{2}\right]=S\left[a_{1}, b_{2}\right]
\end{array}\right.
$$

for all $a_{1}, b_{1} \in \tilde{E}^{\perp, \tilde{Q}}, b_{2} \in \tilde{E}$. By the Riesz-Frechét Representation Theorem for the dual of the Hilbert Space $\left(\tilde{E}^{\perp, \tilde{Q}}, \tilde{Q}\right)$, the first equation of (2.16) determines uniquely $\dot{P}_{3}$. By (2.15), we know that $\dot{P}_{1}$ is a uniquely determined linear and continuous map of $\tilde{E}$ to $\tilde{E}^{\perp, \tilde{Q}}$. Thus the bilinear form $\tilde{Q}\left[\cdot, \dot{P}_{1}[\cdot]\right]-S[\cdot, \cdot]$ is continuous on $\tilde{E}^{\perp, \tilde{Q}} \times \tilde{E}$. Thus, by applying the Riesz-Frechét Representation Theorem to the dual space of $(\tilde{E}, \tilde{Q})$, it follows that the second equation of $(2.16)$ determines uniquely $\dot{P}_{4}$. Thus we have proved that $\dot{P}_{1}, \ldots, \dot{P}_{4}$ are uniquely determined by $M$ and $S$. Accordingly, $d_{P} \Lambda$ is a bijection. Then the statement follows by applying the Implicit Function Theorem in its formulation for real analytic operators (cf. e.g., Prodi and Ambrosetti $[11$, Thm. 11.6]) to equation $\Lambda[Q, T, P]=0$ at the point $(\tilde{Q}, \tilde{T}, \tilde{P})$.

Remark 2.17. Concerning the statement of Theorem 2.11, we note that we have not assumed that $T$ be normal or selfadjoint for $T$ close to $\tilde{T}$, an assumption which would guarantee that the projector delivered by the real part of the integral representation (2.9) be orthogonal, and map $H$ onto the eigenspace relative to $\tilde{\mu}$ for
$T=\tilde{T}$. Accordingly, we could not deduce the result of Theorem 2.11 by exploiting the classical result of Kato, i.e., Theorem 2.8. On the other hand, the operator $P^{\sharp}[Q, T]$ for $(Q, T)$ in $\tilde{\mathcal{Q}} \times \tilde{\mathcal{U}}$ does not have an explicit representation as the real part of that in (2.9) of Kato.

Theorem 2.18. Let $H$ be a real Hilbert space. Let $F$ be a finite nonempty subset of $\mathbb{Z} \backslash\{0\}$. Let $(\tilde{Q}, \tilde{T}) \in \mathcal{A}[F]$. Then there exist an open neighborhood $\tilde{\mathcal{W}}$ of $(\tilde{Q}, \tilde{T})$ in $\mathcal{Q}\left(H^{2}, \mathbb{R}\right) \times \mathcal{L}(H, H)$, and a real analytic operator $P_{F}^{\sharp}$ of $\tilde{\mathcal{W}}$ to $\mathcal{L}(H, H)$ such that $P_{F}^{\sharp}[Q, T]=P_{F}[Q, T]$ for all $(Q, T) \in \tilde{\mathcal{W}} \cap \mathcal{A}[F]$.
Proof. We first prove the statement in the specific case in which there exists $\tilde{\mu} \in \mathbb{R}$ such that $\tilde{\mu}=\mu_{j}[\tilde{T}]$ for all $j \in F$. Under such assumption, $\tilde{\mu}$ has multiplicity $|F|$, and $\tilde{E}=E[\tilde{T}, F]$ coincides with the eigenspace of $\tilde{\mu}$. By well known properties of compact selfadjoint operators in Hilbert space, $\tilde{T}-\tilde{\mu} I$ is a linear homeomorphism of $\tilde{E}^{\perp, \tilde{Q}}$ onto itself. Then there exist neighborhoods $\tilde{\mathcal{Q}}, \tilde{\mathcal{U}}, \tilde{\mathcal{V}}$, and a real analytic $\operatorname{map} P_{F}^{\sharp}[\cdot, \cdot]$ as in Theorem 2.11. Clearly $P_{F}^{\sharp}[\tilde{Q}, \tilde{P}]=P_{F}[\tilde{Q}, \tilde{P}]$. By continutity of $P_{F}[\cdot, \cdot]$ on $\mathcal{A}[F]$ (cf. Theorem 2.10), and possibly by shrinking $\tilde{\mathcal{Q}} \times \tilde{\mathcal{U}}$, we can assume that $P_{F}[Q, T] \in \tilde{\mathcal{V}}$ for all $(Q, T) \in(\tilde{\mathcal{Q}} \times \tilde{\mathcal{U}}) \cap \mathcal{A}[F]$. Then by Proposition 2.6, and by Theorem 2.11, we must have $P_{F}[Q, T]=P_{F}^{\sharp}[Q, T]$ for all $(Q, T) \in$ $(\tilde{\mathcal{Q}} \times \tilde{\mathcal{U}}) \cap \mathcal{A}[F]$. We now consider the case in which the eigenvalues $\mu_{j}[\tilde{T}]$ are not necessarily coincident. Then we can assume that there exist a finite subset $F^{*}$ of $\mathbb{N}$, and a family $\left(F_{l}\right)_{l \in F^{*}}$ such that $F=\cup_{l \in F^{*}} F_{l}$, and such that $\mu_{j}[\tilde{T}]$ assumes a common value $\tilde{\mu}_{l}$ for all $j \in F_{l}$, and that $\tilde{\mu}_{l_{1}} \neq \tilde{\mu}_{l_{2}}$ if $l_{1}, l_{2} \in F^{*}, l_{1} \neq l_{2}$. Clearly,

$$
\left\{\mu_{j}[\tilde{T}]: j \in F\right\}=\left\{\tilde{\mu}_{l}: l \in F^{*}\right\}
$$

Now let $\mathcal{W}^{*}$ be a neighborhood of $(\tilde{Q}, \tilde{T})$ in $\mathcal{Q}\left(H^{2}, \mathbb{R}\right) \times \mathcal{L}(H, H)$ such that

$$
\mathcal{W}^{*} \cap \mathcal{A}[F] \subseteq \cap_{l \in F^{*}} \mathcal{A}\left[F_{l}\right]
$$

We obviously have

$$
E[T, F]=\oplus_{l \in F^{*}} E\left[T, F_{l}\right]
$$

for all $(Q, T) \in \mathcal{W}^{*} \cap \mathcal{A}[F]$. Now, if $l_{1}, l_{2} \in F^{*}, l_{1} \neq l_{2}$, then we have $\tilde{\mu}_{l_{1}} \neq \tilde{\mu}_{l_{2}}$, and accordingly $E\left[T, F_{l_{1}}\right]$ and $E\left[T, F_{l_{2}}\right]$ are mutually orthogonal in $H_{Q}$, and

$$
\begin{equation*}
P_{F}[Q, T]=\sum_{l \in F^{*}} P_{F_{l}}[Q, T] \quad \forall(Q, T) \in \mathcal{W}^{*} \cap \mathcal{A}[F] \tag{2.19}
\end{equation*}
$$

(cf. e.g., Taylor and Lay [14, Thm. 12.8, Ch. IV].) Since $\mu_{j}[\tilde{T}]=\tilde{\mu}_{l}$ for all $j \in F_{l}$, then the previous part of the proof ensures that for each $l \in F^{*}$ there exists a neighborhood $\mathcal{W}_{l}$ of $(\tilde{Q}, \tilde{T})$ in $\mathcal{Q}\left(H^{2}, \mathbb{R}\right) \times \mathcal{L}(H, H)$, and a real analytic operator $P_{l}^{\sharp}[\cdot, \cdot]$ of $\mathcal{W}_{l}$ to $\mathcal{L}(H, H)$ such that

$$
P_{l}^{\sharp}[Q, T]=P_{F_{l}}[Q, T] \quad \forall(Q, T) \in \mathcal{W}_{l} \cap \mathcal{A}\left[F_{l}\right] .
$$

Now we set $\tilde{\mathcal{W}} \equiv \mathcal{W}^{*} \cap\left(\cap_{l \in F^{*}} \mathcal{W}_{l}\right)$, and

$$
P_{F}^{\sharp}[Q, T] \equiv \sum_{l \in F^{*}} P_{l}^{\sharp}[Q, T] \quad \forall(Q, T) \in \tilde{\mathcal{W}} .
$$

By (2.19), $P_{F}^{\sharp}$ and $\tilde{\mathcal{W}}$ satisfy the properties required in the statement.

Next we show that one can locally choose an orthonormal basis of $E[T, F]$ depending real analytically on $(Q, T)$.

Proposition 2.20. Let $H$ be a real Hilbert space. Let $F$ be a finite subset of $\mathbb{Z} \backslash\{0\}$, $(\tilde{Q}, \tilde{T}) \in \mathcal{A}[F]$. Let $\left\{\tilde{u}_{j}: j \in F\right\}$ be an orthonormal basis of $E[\tilde{T}, F]$ in $H_{\tilde{Q}}$. Then there exist an open neighborhood $\mathcal{W}^{o}$ of $(\tilde{Q}, \tilde{T})$ in $\mathcal{Q}\left(H^{2}, \mathbb{R}\right) \times \mathcal{L}(H, H)$ contained in the neighborhood $\tilde{\mathcal{W}}$ of Theorem 2.18, and $|F|$ real analytic operators $u_{j}[\cdot, \cdot] \forall j \in F$ of $\mathcal{W}^{o}$ to $H$ such that
(i) $\left\{u_{j}[Q, T]: j \in F\right\}$ is an orthonormal set in $H_{Q}$, for all $(Q, T) \in \mathcal{W}^{o}$.
(ii) $\left\{u_{j}[Q, T]: j \in F\right\}$ is an orthonormal basis of the image of $P_{F}^{\sharp}[Q, T]$, which coincides with $E[T, F]$, in $H_{Q}$, for all $(Q, T) \in \mathcal{W}^{o} \cap \mathcal{A}[F]$.
(iii) $u_{j}[\tilde{Q}, \tilde{T}]=\tilde{u}_{j}$ for all $j \in F$.

Proof. Obviously, $P_{F}[\tilde{Q}, \tilde{T}]$ restricts the identity on $E[\tilde{T}, F]$. A simple contradiction argument shows that possibly by shrinking the neighborhood $\tilde{\mathcal{W}}$ of Theorem 2.18, the restriction of $P^{\sharp}[Q, T]$ to $E[\tilde{T}, F]$ is injective for all $(Q, T) \in \tilde{\mathcal{W}}$. Thus the set $\left\{P_{F}^{\sharp}[Q, T]\left(\tilde{u}_{j}\right): j \in F\right\}$ is a linearly independent set contained in the image of $P_{F}^{\sharp}[Q, T]$. In particular, if $(Q, T) \in \tilde{\mathcal{W}} \cap \mathcal{A}[F]$, then the image of $P_{F}^{\sharp}[Q, T]=P_{F}[Q, T]$ has dimension $|F|$, and $\left\{P_{F}^{\sharp}[Q, T]\left(\tilde{u}_{j}\right): j \in F\right\}$ is a basis for the image of $P_{F}^{\sharp}[Q, T]$. Thus it suffices to define $\left\{u_{j}[Q, T]: j \in F\right\}$ to be the orthonormal system obtained by applying the Gram-Schmidt procedure to $\left\{P_{F}^{\sharp}[Q, T]\left(\tilde{u}_{j}\right): j \in F\right\}$ in the Hilbert space $H_{Q}$ (cf. e.g., Taylor and Lay [14, Thm. $\left.6.5, \mathrm{Ch} . \mathrm{II}\right]$.) It is immediate to recognize that $u_{j}[Q, T]$ depends real analytically on $(Q, T) \in \tilde{\mathcal{W}}$, for all $j \in F$.

Then we have the following technical statement that enables us to reduce our eigenvalue problem to finite dimension.
Proposition 2.21. Let $H$ be a real Hilbert space. Let $F$ be a finite subset of $\mathbb{Z} \backslash\{0\}$. Let $(\tilde{Q}, \tilde{T}) \in \mathcal{A}[F]$. Let $\left\{\tilde{u}_{1}, \ldots, \tilde{u}_{|F|}\right\}$ be an orthonormal basis of $E[\tilde{T}, F]$ in $H_{\tilde{Q}}$, and $\left\{u_{j}[Q, T]: j=1, \ldots,|F|\right\}$ be as in Proposition 2.20. Let $\mathcal{S}$ be the map of $\mathcal{W}^{o}$ to the set $M_{|F|}(\mathbb{R})$ of $|F| \times|F|$-matrices with real entries, defined by

$$
\begin{equation*}
\mathcal{S}[Q, T] \equiv\left(\mathcal{S}_{h k}[Q, T]\right)_{h, k=1, \ldots,|F|} \equiv\left(Q\left[T\left[u_{k}[Q, T]\right], u_{h}[Q, T]\right]\right)_{h, k=1, \ldots,|F|} \tag{2.22}
\end{equation*}
$$

for all $(Q, T) \in \mathcal{W}^{o}$. Then $\mathcal{S}[\cdot, \cdot]$ is real analytic, and $\mathcal{S}[Q, T]$ is symmetric for all $(Q, T) \in \mathcal{W}^{o} \cap \mathcal{A}[F]$. Furthermore, if $(Q, T) \in \mathcal{W}^{o} \cap \mathcal{A}[F]$, then the numbers $\mu_{j}[T]$ for $j \in F$ are the eigenvalues of $\mathcal{S}[Q, T]$ counted with their multiplicity. Finally, if we further assume that $\mu_{j}[\tilde{T}]$ assumes a common value $\tilde{\mu}$ for all $j \in F$, then the differential of $\mathcal{S}[\cdot, \cdot]$ at $(\tilde{Q}, \tilde{T})$ is delivered by the formula

$$
\begin{equation*}
d \mathcal{S}[\tilde{Q}, \tilde{T}](\dot{Q}, \dot{T})=\left(\tilde{Q}\left[\dot{T}\left[\tilde{u}_{k}\right], \tilde{u}_{h}\right]\right)_{h, k=1, \ldots,|F|} \quad \forall(\dot{Q}, \dot{T}) \in \mathcal{B}_{s}\left(H^{2}, \mathbb{R}\right) \times \mathcal{L}(H, H) \tag{2.23}
\end{equation*}
$$

Proof. The analyticity of $\mathcal{S}$ follows immediately by Proposition 2.20. If $(Q, T) \in$ $\mathcal{W}^{o} \cap \mathcal{A}[F]$, then $\mathcal{S}[Q, T]$ is clearly the matrix of $T_{\mid E[T, F]}$ with respect to the basis $\left\{u_{j}[Q, T]: j=1, \ldots,|F|\right\}$, and accordingly its eigenvalues counted with their multiplicity are the numbers $\mu_{j}[T]$ for $j \in F$. The symmetry of $\mathcal{S}[Q, T]$ follows by the selfadjointness of $T$ in $H_{Q}$ for $(Q, T) \in \mathcal{W}^{o} \cap \mathcal{A}[F]$. We now prove the formula for the differential of $\mathcal{S}$ at $(\tilde{Q}, \tilde{T})$. By assumption, we have

$$
\begin{equation*}
Q\left[u_{k}[Q, T], u_{h}[Q, T]\right]=\delta_{h k} \quad \forall(Q, T) \in \mathcal{W}^{o} \tag{2.24}
\end{equation*}
$$

for all $h, k=1, \ldots,|F|$, where $\delta_{h k}$ denotes the Kronecker symbol defined by $\delta_{h k}=1$ if $h=k, \delta_{h k}=0$ if $h \neq k$. By differentiating equation (2.24) with respect to $(Q, T)$ at the point $(\tilde{Q}, \tilde{T})$, we obtain

$$
\begin{align*}
\dot{Q}\left[u_{k}[\tilde{Q}, \tilde{T}], u_{h}[\tilde{Q}, \tilde{T}]\right]+\tilde{Q}\left[d u_{k}[\tilde{Q}, \tilde{T}]\right. & \left.(\dot{Q}, \dot{T}), u_{h}[\tilde{Q}, \tilde{T}]\right]  \tag{2.25}\\
& +\tilde{Q}\left[u_{k}[\tilde{Q}, \tilde{T}], d u_{h}[\tilde{Q}, \tilde{T}](\dot{Q}, \dot{T})\right]=0
\end{align*}
$$

for all $(\dot{Q}, \dot{T}) \in \mathcal{B}_{s}\left(H^{2}, \mathbb{R}\right) \times \mathcal{L}(H, H), h, k=1, \ldots,|F|$. Furthermore,

$$
\begin{equation*}
\tilde{T}\left[u_{k}[\tilde{Q}, \tilde{T}]\right]=\tilde{\mu} u_{k}[\tilde{Q}, \tilde{T}] \tag{2.26}
\end{equation*}
$$

for all $k \in\{1, \ldots,|F|\}$. Then by differentiating $\mathcal{S}_{h k}$ at $(\tilde{Q}, \tilde{T})$, and by exploiting (2.25) and (2.26), we obtain (2.23).

We now present a variant of the Rellich-Nagy Theorem, which we employ later. The original result of Rellich and Nagy holds for fixed scalar products. Our variant holds for variable scalar products.

Theorem 2.27. Let $H$ be a real Hilbert space. Let $F$ be a finite subset of $\mathbb{Z} \backslash\{0\}$. Let $(\tilde{Q}, \tilde{T}) \in \mathcal{A}[F]$ be such that $\mu_{j}[\tilde{T}]$ assumes a common value $\tilde{\mu}$ for all $j \in F$. Let $\mathcal{W}^{0}$ be as in Proposition 2.21. Let $\mathbb{I}$ be an open interval of the real line containing 0. Let $\{(Q(\epsilon), T(\epsilon))\}_{\epsilon \in \mathbb{I}}$ be a real analytic family in $\mathcal{W}^{o} \cap \mathcal{A}[F]$, with $(Q(0), T(0))=(\tilde{Q}, \tilde{T})$. Then, possibly shrinking $\mathbb{I}$, there exists a family $\left\{\zeta_{j}(\cdot)\right\}_{j \in F}$ of real analytic functions of $\mathbb{I}$ to $\mathbb{R}$ such that for each $\epsilon \in \mathbb{I}$ there exists a bijection $\sigma$ of $F$ to itself with $\zeta_{\sigma(j)}(\epsilon)=\mu_{j}[T(\epsilon)]$ for all $j \in F$.
Proof. Let $\mathcal{S}[Q(\epsilon), T(\epsilon)]$ be the matrix of (2.22) for $(Q, T)=(Q(\epsilon), T(\epsilon))$. By assumption, and by Proposition 2.21, the entries of $\mathcal{S}[Q(\epsilon), T(\epsilon)]$ depend real analytically upon $\epsilon \in \mathbb{I}$. Since $\mathcal{S}[Q(\epsilon), T(\epsilon)]$ is the matrix associated to the linear operator $T(\epsilon)$ in the space $E[T(\epsilon), F]$, which is generated by the eigenvectors of $T(\epsilon)$ relative to the eigenvalues $\left\{\mu_{j}[T(\epsilon)]: j \in F\right\}$, it follows that the numbers $\mu_{j}[T(\epsilon)]$ for $j \in F$ coincide with the eigenvalues of the matrix $\mathcal{S}[Q(\epsilon), T(\epsilon)]$ counted with their multiplicity, for all $\epsilon \in \mathbb{I}$. Thus the result follows by the classical Rellich-Nagy Theorem (cf. e.g., Rellich [12, Thm. 1, p. 33]) applied to the real analytic family of symmetric matrices $(\mathcal{S}[Q(\epsilon), T(\epsilon)])_{\epsilon \in \mathbb{I}}$.

By the above variant of the Rellich-Nagy Theorem, we can prove the following Corollary, where we also compute the derivatives of the branches of the eigenvalues which split by a multiple eigenvalue.

Corollary 2.28. Let the assumptions of Theorem 2.27 hold. Let I denote the identity matrix in $M_{|F|}(\mathbb{R})$. Let $\mathcal{S}[Q(\epsilon), T(\epsilon)]$ be the symmetric matrix of (2.22) computed at $(Q(\epsilon), T(\epsilon))$, for all $\epsilon \in \mathbb{I}$. Let $\left\{\tilde{u}_{1}, \ldots, \tilde{u}_{|F|}\right\}$ be an orthonormal basis for $E[\tilde{T}, F]$ with respect to the scalar product $\tilde{Q}$ on $H$. Then the following statements hold.
(i) Let $j_{0} \in F$. Then there exist $j_{1}, j_{2} \in F, \delta>0$ such that $\mu_{j_{0}}[T(\epsilon)]=\zeta_{j_{1}}(\epsilon)$ for $0 \leq \epsilon<\delta, \mu_{j_{0}}[T(\epsilon)]=\zeta_{j_{2}}(\epsilon)$ for $-\delta<\epsilon \leq 0$. In particular, the function $\epsilon \mapsto \mu_{j_{0}}[T(\epsilon)]$ has right and left derivatives at 0 , and the set of all such right and left derivatives as $j_{0}$ ranges in $F$ coincides with the set $\left\{\zeta_{j}^{\prime}(0): j \in F\right\}$.
(ii) If $\mu \in \mathbb{R}$ and $\epsilon \in \mathbb{I}$, then

$$
\begin{equation*}
\operatorname{det}(\mu \mathrm{I}-\mathcal{S}[Q(\epsilon), T(\epsilon)])=\Pi_{j \in F}\left(\mu-\mu_{j}[T(\epsilon)]\right)=\Pi_{j \in F}\left(\mu-\zeta_{j}(\epsilon)\right) \tag{2.29}
\end{equation*}
$$

(iii) Let $\dot{\mathcal{S}}_{0}$ be the matrix $\left(\tilde{Q}\left[\frac{d T(\epsilon)}{d \epsilon}{ }_{\mid \epsilon=0}\left[\tilde{u}_{k}\right], \tilde{u}_{h}\right]\right)_{h, k=1, \ldots,|F|}$. Then $\dot{\mathcal{S}}_{0}$ is symmetric and

$$
\operatorname{det}\left(\nu \mathrm{I}-\dot{\mathcal{S}}_{0}\right)=\Pi_{j \in F}\left(\nu-\zeta_{j}^{\prime}(0)\right)
$$

for all $\nu \in \mathbb{R}$.
Proof. We first prove statement $(i)$. Since the functions $\left\{\zeta_{j}(\cdot)\right\}_{j \in F}$ are real analytic, there exists $\delta>0$ such that in the set $]-\delta, \delta[\backslash\{0\}$, any two of such functions are either identical, or equal for no value of $\epsilon$. Now let $\left.\epsilon^{\sharp} \in\right] 0, \delta[$ be fixed. By assumption, and by Theorem 2.27 , there exists $j_{1}$ such that $\mu_{j_{0}}\left[T\left(\epsilon^{\sharp}\right)\right]=\zeta_{j_{1}}\left(\epsilon^{\sharp}\right)$. Then by Theorem 2.27, and by the continuity of the function $\epsilon \mapsto \mu_{j_{0}}[T(\epsilon)]$, and by the connectivity of $] 0, \delta\left[\right.$, it easily follows that $\mu_{j_{0}}[T(\epsilon)]=\zeta_{j_{1}}(\epsilon)$, for all $\left.\epsilon \in\right] 0, \delta[$. Similarly, one can argue for $\epsilon \in]-\delta, 0[$. Statement $(i i)$ is an immediate consequence of Theorems 2.21 and 2.27 . We now prove statement (iii). We note that $\zeta_{j}(\epsilon)=\zeta_{j}(0)+\epsilon \zeta_{j, 1}(\epsilon)$, $\mathcal{S}[Q(\epsilon), T(\epsilon)]=\tilde{\mu} \mathrm{I}+\epsilon \mathcal{S}_{1}(\epsilon)$ for $\zeta_{j, 1}(\cdot), \mathcal{S}_{1}(\cdot)$ real analytic functions of $\mathbb{I}$ to $\mathbb{R}, M_{|F|}(\mathbb{R})$ respectively, with $\zeta_{j, 1}(0)=\zeta_{j}^{\prime}(0), \mathcal{S}_{1}(0)=\dot{\mathcal{S}}_{0}$ (see (2.23).) Then we fix $\nu \in \mathbb{R}$, and we replace $\mu, \zeta_{j}, \mathcal{S}[Q(\epsilon), T(\epsilon)]$ in the first and last term of (2.29) with $\tilde{\mu}+\nu \epsilon$, $\zeta_{j}(0)+\epsilon \zeta_{j, 1}(\epsilon), \tilde{\mu} \mathrm{I}+\epsilon \mathcal{S}_{1}(\epsilon)$, and deduce the validity of $(i i i)$.

Then we have the following.
Theorem 2.30. Let $H$ be a real Hilbert space, $F$ a finite nonempty subset of $\mathbb{Z} \backslash\{0\}$. Let

$$
\begin{aligned}
M_{F, 1}[T] & =\sum_{j_{1} \in F} \mu_{j_{1}}[T] \\
\ldots & =\cdots \\
M_{F, s}[T] & =\sum_{j_{1}, \ldots, j_{s} \in F, j_{1}<\cdots<j_{s}} \mu_{j_{1}}[T] \cdots \mu_{j_{s}}[T] \quad \forall s \in\{1, \ldots,|F|\} \\
\ldots & =\cdots \\
M_{F,|F|}[T] & =\Pi_{j \in F} \mu_{j}[T]
\end{aligned}
$$

for all $(Q, T) \in \mathcal{A}[F]$, be the elementary symmetric functions of the eigenvalues $\mu_{j}[T]$ indexed by $j \in F$. Let $(\tilde{Q}, \tilde{T}) \in \mathcal{A}[F]$. Then there exist an open neighborhood
$\tilde{\mathcal{W}}$ of $(\tilde{Q}, \tilde{T})$ in $\mathcal{Q}\left(H^{2}, \mathbb{R}\right) \times \mathcal{L}(H, H)$, and real analytic functions $M_{F, s}^{\sharp}[\cdot, \cdot]$, $s=$ $1, \ldots,|F|$ of $\tilde{\mathcal{W}}$ to $\mathbb{R}$ such that

$$
\begin{equation*}
M_{F, s}^{\sharp}[Q, T]=M_{F, s}[T] \tag{2.31}
\end{equation*}
$$

for all $(Q, T) \in \tilde{\mathcal{W}} \cap \mathcal{A}[F]$, and for all $s=1, \ldots,|F|$. If we further assume that there exists $\tilde{\mu} \in \mathbb{R}$ such that $\tilde{\mu}=\mu_{j}[\tilde{T}]$ for all $j \in F$, and if $\left\{\tilde{u}_{1}, \ldots, \tilde{u}_{|F|}\right\}$ is an orthonormal basis for $E[\tilde{T}, F]$ in $H_{\tilde{Q}}$, then the partial differential of $M_{F, s}^{\sharp}$ with respect to the variable $T$ at $(\tilde{Q}, \tilde{T})$ satisfies the equality

$$
\begin{equation*}
d_{T} M_{F, s}^{\sharp}[\tilde{Q}, \tilde{T}](\dot{T})=\binom{|F|-1}{s-1} \tilde{\mu}^{s-1} \sum_{l=1}^{|F|} \tilde{Q}\left[\dot{T}\left[\tilde{u}_{l}\right], \tilde{u}_{l}\right], \tag{2.32}
\end{equation*}
$$

for all $\dot{T} \in \mathcal{K}_{s}\left(H_{\tilde{Q}}, H_{\tilde{Q}}\right)$, and for all $s=1, \ldots,|F|$.
Proof. Let $\mathcal{W}^{o},\left\{u_{j}[Q, T]: j=1, \ldots,|F|\right\}$ be as in Proposition 2.21. Then the matrix $\mathcal{S}[Q, T]$ of Proposition 2.21 is the matrix of $T$ in the image $E[T, F]$ of $P_{F}^{\sharp}[Q, T]$ with respect to the basis $\left\{u_{j}[Q, T]: j=1, \ldots,|F|\right\}$ for all $(Q, T) \in \mathcal{W}^{o} \cap \mathcal{A}[F]$. The polynomial

$$
\begin{equation*}
\operatorname{det}(\mu \mathrm{I}-\mathcal{S}[Q, T]) \tag{2.33}
\end{equation*}
$$

has real coefficients and degree $|F|$. We define $M_{F, s}^{\sharp}[Q, T]$ to be the coefficient of $\mu^{|F|-s}$ in the polynomial in the right hand side of (2.33) multiplied by $(-1)^{s}$, for all $s=1, \ldots,|F|$. By Proposition 2.21, the functions $M_{F, s}^{\sharp}[\cdot, \cdot]$ are real analytic on $\mathcal{W}^{o}$. As is well known, $M_{F, s}^{\sharp}[Q, T]$ is the $s$-th elementary symmetric function of the (possibly complex) zeros of the characteristic polynomial in (2.33). If $(Q, T) \in \mathcal{W}^{\circ} \cap \mathcal{A}[F]$, then the image of $P_{F}^{\sharp}[Q, T]$, which coincides with the image of $P_{F}[Q, T]$, is the space generated by the eigenvectors of $T$ relative to the eigenvalues $\left\{\mu_{j}[T]: j \in F\right\}$, and thus the zeros of the characteristic polynomial in (2.33) coincide with the numbers $\mu_{j}[T]$ for $j \in F$. Accordingly, (2.31) holds. We now prove (2.32). Let $\dot{T} \in \mathcal{K}_{s}\left(H_{\tilde{Q}}, H_{\tilde{Q}}\right)$. Since $\mathcal{W}^{o}$ is open, and $\mathcal{A}[F]$ is open in $\mathcal{M}$, then there exists $\epsilon_{0}>0$ such that $(\tilde{Q}, T(\epsilon) \equiv \tilde{T}+\epsilon \dot{T}) \in \mathcal{W}^{o} \cap \mathcal{A}[F]$ for all $\left.\epsilon \in\right]-\epsilon_{0}, \epsilon_{0}[$. By Corollary 2.28 , it follows that the functions $\mu_{j}[T(\cdot)]$ of $\left[0, \epsilon_{0}[\right.$ to $\mathbb{R}$ are differentiable at 0 . Furthermore, the set $\left\{\left.\frac{d}{d \epsilon} \right\rvert\, \epsilon=0\right.$ 作 $\left.[T(\epsilon)]: j \in F\right\}$ coincides with the set of the eigenvalues of the matrix $\dot{\mathcal{S}}_{0}$ of Corollary 2.28 (iii). Thus we have that

$$
\begin{aligned}
& d_{T} M_{F, s}^{\sharp}[\tilde{Q}, \tilde{T}](\dot{T})=\frac{d}{d \epsilon}{\mid \epsilon=0^{+}} M_{F, s}^{\sharp}[\tilde{Q}, T(\epsilon)] \\
&=\sum_{j_{1}, \ldots, j_{s} \in F, j_{1}<\cdots<j_{s}}\left\{\left.\left(\Pi_{l=1, \ldots, s, l \neq 1} \mu_{j_{l}}[\tilde{T}]\right) \frac{d}{d \epsilon}\right|_{\mid \epsilon=0^{+}} \mu_{j_{1}}[T(\epsilon)]+\ldots\right. \\
&\left.\cdots+\left.\left(\Pi_{l=1, \ldots, s, l \neq s} \mu_{j_{l}}[\tilde{T}]\right) \frac{d}{d \epsilon}\right|_{\mid \epsilon=0^{+}} \mu_{j_{s}}[T(\epsilon)]\right\}
\end{aligned}
$$

$$
\begin{array}{r}
=\tilde{\mu}^{s-1} \sum_{j_{1}, \ldots, j_{s} \in F, j_{1}<\cdots<j_{s}}\left[\frac{d}{d \epsilon}{ }_{\mid \epsilon=0^{+}} \mu_{j_{1}}[T(\epsilon)]+\cdots+\left.\frac{d}{d \epsilon}\right|_{\mid \epsilon=0^{+}} \mu_{j_{s}}[T(\epsilon)]\right] \\
=\binom{|F|-1}{s-1} \tilde{\mu}^{s-1} \sum_{j \in F} \frac{d}{d \epsilon}{\mid \epsilon=0^{+}} \mu_{j}[T(\epsilon)]
\end{array}
$$

Then (2.32) follows by Corollary 2.28.

In particular, the previous Theorem implies that if $\mathcal{U}$ is an open set of some Ba nach space $\mathcal{X}, \mathcal{G}$ some real analytic map of $\mathcal{U}$ to $\mathcal{A}[F]$, then the functions $M_{F, s}[\mathcal{G}(\cdot)]$ for $s=1, \ldots,|F|$ are real analytic in $\mathcal{U}$. We shall illustrate such a situation in the next section.

We now note that if $(\tilde{Q}, \tilde{T}) \in \mathcal{A}[F]$, and if $\mu_{j}[\tilde{T}]$ has multiplicity higher than 1 , then we cannot expect that $\mu_{j}[\cdot]$ be real analytic, or even only one time differentiable around $\tilde{T}$, or even that $\mu_{j}[\cdot]$ be the restriction of a differentiable function of $(Q, T)$ in a neighborhood of $(\tilde{Q}, \tilde{T})$ in $\mathcal{B}_{s}\left(H^{2}, \mathbb{R}\right) \times \mathcal{L}(H, H)$. What we can say however, is that $\mu_{j}[\cdot]$ depends real analytically on $T$, in a sense which we clarify below, provided that we restrict $\mu_{j}$ to the set of $T$ 's such that $\mu_{j}[T]$ have a common value, for all $j \in F$. We do so by means of the following immediate consequence of Theorem 2.30 , where we set $\operatorname{sgn}(t)=1$ for $t>0, \operatorname{sgn}(t)=-1$ for $t<0$.

Theorem 2.34. Let the same assumptions of Theorem 2.30 hold. Let (2.35)
$\Theta[F] \equiv\left\{(Q, T) \in \mathcal{A}[F]: \mu_{j}[T]\right.$ have a common value $\mu_{F}[T]$ for all $\left.j \in F\right\}$.
Let $(\tilde{Q}, \tilde{T}) \in \Theta[F]$. Let $\tilde{\mathcal{W}}_{1}$ be an open neighborhood of $(\tilde{Q}, \tilde{T})$ contained in the neighborhood $\tilde{\mathcal{W}}$ of Theorem 2.30, and such that $\mu_{j}[T]$ have the same sign of $\mu_{j}[\tilde{T}]$ for all $(Q, T) \in \tilde{\mathcal{W}}_{1}$. Let $M_{F, s}^{\sharp}$ for $s=1, \ldots,|F|$ be as in Theorem 2.30. Then the real valued functions

$$
\begin{aligned}
&\left(\operatorname{sgn}\left(\mu_{F}[\tilde{T}]\right)\right)^{1+1}\left(\binom{|F|}{1}^{-1} M_{F, 1}^{\sharp}[\cdot, \cdot]\right)^{\frac{1}{1}}, \ldots \\
& \ldots,\left(\operatorname{sgn}\left(\mu_{F}[\tilde{T}]\right)\right)^{|F|+1}\left(\binom{|F|}{|F|}^{-1} M_{F,|F|}^{\sharp}[\cdot, \cdot]\right)^{\frac{1}{|F|}}
\end{aligned}
$$

are real analytic extensions to $\tilde{\mathcal{W}}_{1}$ of the function of $\Theta[F] \cap \tilde{\mathcal{W}}_{1}$ to $\mathbb{R}$ which takes $(Q, T)$ to $\mu_{F}[T]$.

## 3. Applications to the Dirichlet eigenvalue problem for the Laplace OPERATOR

In this section, we consider the dependence of the Dirichlet eigenvalues of the Laplace operator upon perturbation of the domain of definition.

Let $\Omega$ be an open subset of $\mathbb{R}^{n}$. Throughout this section, we shall consider only case $n \geq 2$. We denote by $L^{2}(\Omega)$ the space of square summable real valued measurable functions defined on $\Omega$, and by $W_{0}^{1,2}(\Omega)$ the Sobolev space obtained by taking the closure of the space $\mathcal{D}(\Omega)$ of the $C^{\infty}$ functions with compact support in
$\Omega$ in the Sobolev space $W^{1,2}(\Omega)$ of distributions in $\Omega$ which have weak derivatives up to the first order in $L^{2}(\Omega)$, endowed with the norm defined by

$$
\begin{equation*}
\|u\|_{W^{1,2}(\Omega)} \equiv\left\{\|u\|_{L^{2}(\Omega)}^{2}+\sum_{l=1}^{n}\left\|u_{x_{l}}\right\|_{L^{2}(\Omega)}^{2}\right\}^{1 / 2} \tag{3.1}
\end{equation*}
$$

for all $u \in W^{1,2}(\Omega)$. Now, we are interested in open connected subset $\Omega$ of $\mathbb{R}^{n}$ for which the Poincaré constant $c[\Omega]$ is finite, i.e., for which

$$
\begin{equation*}
c[\Omega] \equiv \sup ^{1 / 2}\left\{\frac{\int_{\Omega}|u|^{2} d x}{\int_{\Omega}|D u|^{2} d x}: u \in W_{0}^{1,2}(\Omega) \backslash\{0\}\right\}<\infty \tag{3.2}
\end{equation*}
$$

Then we have the following well-known result.
Proposition 3.3. Let $\Omega$ be an open connected subset of $\mathbb{R}^{n}$ such that (3.2) holds. Then the bilinear map $\left\langle\cdot, \cdot>\right.$ of $\left(W_{0}^{1,2}(\Omega)\right)^{2}$ to $\mathbb{R}$ defined by

$$
\begin{equation*}
<u_{1}, u_{2}>\equiv \int_{\Omega} D u_{1} D u_{2}^{t} d x \quad \forall u_{1}, u_{2} \in W_{0}^{1,2}(\Omega) \tag{3.4}
\end{equation*}
$$

is also a scalar product on $W_{0}^{1,2}(\Omega)$, which induces a norm equivalent to that of (3.1). We shall denote by $w_{0}^{1,2}(\Omega)$ the Hilbert space $W_{0}^{1,2}(\Omega)$ endowed with the scalar product of (3.4). The strong dual $w^{-1,2}(\Omega) \equiv\left(w_{0}^{1,2}(\Omega)\right)^{\prime}$ of $w_{0}^{1,2}(\Omega)$ coincides with the strong dual $W^{-1,2}(\Omega) \equiv\left(W_{0}^{1,2}(\Omega)\right)^{\prime}$ of $W_{0}^{1,2}(\Omega)$ both algebraically and topologically. We shall always consider $w^{-1,2}(\Omega)$ as endowed with the norm

$$
\|F\|_{w^{-1,2}(\Omega)} \equiv \sup _{0 \neq u \in w_{0}^{1,2}(\Omega)} \frac{|F(u)|}{\|u\|_{w_{0}^{1,2}(\Omega)}}
$$

for all $F \in w^{-1,2}(\Omega)$, where

$$
\|u\|_{w_{0}^{1,2}(\Omega)} \equiv\left\{\int_{\Omega}|D u|^{2} d x\right\}^{1 / 2} \quad \forall u \in w_{0}^{1,2}(\Omega)
$$

defines the 'energy' norm associated to the scalar product in (3.4).
Then we have the following well-known result.
Theorem 3.5. Let $\Omega$ be a nonempty open connected subset of $\mathbb{R}^{n}$ such that

$$
\begin{equation*}
W_{0}^{1,2}(\Omega) \text { is compactly imbedded in } L^{2}(\Omega) . \tag{3.6}
\end{equation*}
$$

Then the following statements hold.
(i) The Poincaré constant $c[\Omega]$ is finite, and the operator $-\Delta$ is a linear homeomorphism of $W_{0}^{1,2}(\Omega)$ onto its strong dual $W^{-1,2}(\Omega) \equiv\left(W_{0}^{1,2}(\Omega)\right)^{\prime}$.
(ii) The eigenvalue problem

$$
\begin{equation*}
-\Delta u=\lambda u \tag{3.7}
\end{equation*}
$$

for $\lambda \in \mathbb{R}, u \in W_{0}^{1,2}(\Omega)$ has an increasing sequence of eigenvalues, which we write as

$$
0<\lambda_{1}<\lambda_{2} \leq \lambda_{3} \leq \cdots \leq \lambda_{j} \leq \ldots
$$

For each $j \in \mathbb{N} \backslash\{0\}$, the eigenspace $\left\{u \in W_{0}^{1,2}(\Omega):-\Delta u=\lambda_{j} u\right\}$ has a finite dimension, which we call the multiplicity of $\lambda_{j}$. Also, we shall write each eigenvalue in the above sequence as many times as its multiplicity.
By the argument of Evans [2, Proof of Thm. 1, p. 275], assumption (3.6) implies that $\Omega$ has a finite Poincaré constant. Then statement ( $i$ ) follows by the LaxMilgram Theorem. For a proof of statement (ii), we refer to Nečas [10, ch. 1, §5].

Now we shall consider perturbations of $\Omega$ in the form of homeomorphic images $\phi(\Omega)$ of $\Omega$ by some homeomorphism $\phi$ of $\Omega$ onto $\phi(\Omega)$ such that $\phi(\Omega)$ still satisfies condition (3.6). Then it makes sense to consider the Dirichlet eigenvalues $\left\{\lambda_{j}[\phi]\right\}_{j \in \mathbb{N} \backslash\{0\}}$ of $-\Delta$ in the perturbed domain $\phi(\Omega)$. We are interested in the dependence of $\lambda_{j}[\phi]$ upon $\phi$. As a first step, we exploit a standard procedure to convert equation (3.7) into an eigenvalue equation in $w_{0}^{1,2}(\Omega)$ for a compact selfadjoint operator. Thus we introduce the following known Lemma, which follows immediately by Theorem 3.5.
Lemma 3.8. Let $\Omega$ be an open connected subset of $\mathbb{R}^{n}$ satisfying (3.6). Let $\mathcal{I}$ be the imbedding of $W_{0}^{1,2}(\Omega)$ into $L^{2}(\Omega)$. Let $\mathcal{J}$ be the canonical inclusion of $L^{2}(\Omega)$ into $W^{-1,2}(\Omega)$. Then equation (3.7) for $u \in W_{0}^{1,2}(\Omega), \lambda>0$ is equivalent to equation

$$
\begin{equation*}
u=-\lambda \Delta^{(-1)} \circ \mathcal{J} \circ \mathcal{I}[u] \tag{3.9}
\end{equation*}
$$

for $u \in W_{0}^{1,2}(\Omega), \lambda>0$. Both equation (3.7) and equation (3.9) have solutions $u \neq 0$ only for $\lambda>0$.

Thus we will now consider equation (3.9) on $\phi(\Omega)$ for a suitable homeomorphism $\phi$. Accordingly, we must impose conditions on $\phi$ so as to guarantee that $\phi(\Omega)$ still satisfies condition (3.6), and that we can change the variables in equation (3.9) in order to transform (3.9) into a problem in $\Omega$. To do so, we now introduce the following class of functions $\phi$ 's.
Definition 3.10. Let $\Omega$ be an open subset of $\mathbb{R}^{n}$. Then we set

$$
\begin{aligned}
& L^{1, \infty}(\Omega) \equiv\left\{f \in L_{\mathrm{loc}}^{1}(\Omega): \frac{\partial f}{\partial x_{l}} \in L^{\infty}(\Omega) \forall l=1, \ldots, n\right\} \\
& \Phi(\Omega) \equiv\left\{\phi \in\left(L^{1, \infty}(\Omega)\right)^{n}:\right. \text { the continuous representative of } \\
&\left.\phi \text { is injective, ess } \inf _{\Omega}|\operatorname{det} D \phi|>0\right\}
\end{aligned}
$$

where $L_{\text {loc }}^{1}(\Omega)$ denotes the space of (equivalence classes of) locally summable measurable functions in $\Omega$, and $L^{\infty}(\Omega)$ denotes the space of (equivalence classes of) essentially bounded measurable functions.

If $\mathbb{D}$ is a subset of $\mathbb{R}^{n}$, then we set

$$
\operatorname{Lip}(\mathbb{D}) \equiv\left\{f \in \mathbb{R}^{\mathbb{D}}:|f|_{1} \equiv \sup \left\{\frac{|f(x)-f(y)|}{|x-y|}: x, y \in \mathbb{D}, x \neq y\right\}<\infty\right\}
$$

It is well known that $\left(\operatorname{Lip}(\mathbb{D}),|\cdot|_{1}\right)$ is a complete semi-normed space. However, we prefer to deal with a normed space, rather than with a semi-normed space. Then
we will state our results for an arbitrary normed space $\mathcal{X}$, continuously imbedded in $\left(\operatorname{Lip}(\mathbb{D}),|\cdot|_{1}\right)$.

Now we introduce the following variant of [9, Lem. 4.22, Cor. 4.24].
Lemma 3.11. Let $\mathbb{D}$ be a subset of $\mathbb{R}^{n}, n \geq 1$. Let

$$
l_{\mathbb{D}}[\phi] \equiv \inf \left\{\frac{|\phi(x)-\phi(y)|}{|x-y|}: x, y \in \mathbb{D}, x \neq y\right\}
$$

for all $\phi \in(\operatorname{Lip}(\mathbb{D}))^{n}$. Then

$$
\begin{equation*}
\left|l_{\mathbb{D}}\left[\phi_{1}\right]-l_{\mathbb{D}}\left[\phi_{2}\right]\right| \leq\left|\phi_{1}-\phi_{2}\right|_{1} \tag{3.12}
\end{equation*}
$$

for all $\phi_{1}, \phi_{2} \in(\operatorname{Lip}(\mathbb{D}))^{n}$. In particular, the set

$$
\mathcal{A}_{\mathbb{D}} \equiv\left\{\phi \in(\operatorname{Lip}(\mathbb{D}))^{n}: l_{\mathbb{D}}[\phi]>0\right\}
$$

is open in $\left((\operatorname{Lip}(\mathbb{D}))^{n},|\cdot|_{1}\right)$. Furthermore, $\phi$ is differentiable at almost all points of the interior $\stackrel{o}{\mathbb{D}}$ of $\mathbb{D}$, and

$$
\begin{equation*}
l_{\mathbb{D}}[\phi] \leq|\operatorname{det} D \phi(x)|^{1 / n} \tag{3.13}
\end{equation*}
$$

for almost all $x \in \mathbb{D}$.
Proof. Inequality (3.12) is an immediate consequence of the inequality

$$
\left|\frac{\left|\phi_{1}(x)-\phi_{1}(y)\right|}{|x-y|}-\frac{\left|\phi_{2}(x)-\phi_{2}(y)\right|}{|x-y|}\right| \leq\left|\phi_{1}-\phi_{2}\right|_{1},
$$

for all $\phi_{1}, \phi_{2} \in(\operatorname{Lip}(\mathbb{D}))^{n}$. For a proof of (3.13), we refer to [9, Lem. 4.22].

Remark 3.14. By Lemma 3.11, it follows immediately that if $\Omega$ is an open subset of $\mathbb{R}^{n}$, then $\mathcal{A}_{\Omega}$ is contained in the class $\Phi(\Omega)$ introduced in Definition 3.10.

As in [6], we introduce the following.
Definition 3.15. Let $\Omega$ be an open subset of $\mathbb{R}^{n}$. Let $\phi \in \Phi(\Omega)$. Then we define the following two operators.
(i) Let $\mathcal{J}_{\phi}$ be the operator of $L^{2}(\Omega)$ to $W^{-1,2}(\Omega)$ defined by

$$
\begin{equation*}
\mathcal{J}_{\phi}[u][w] \equiv \int_{\Omega} u w|\operatorname{det} D \phi| d x \quad \forall w \in W_{0}^{1,2}(\Omega) \tag{3.16}
\end{equation*}
$$

(ii) Let $\Delta_{\phi}$ be the operator of $W_{0}^{1,2}(\Omega)$ to $W^{-1,2}(\Omega)$ which takes $u \in W_{0}^{1,2}(\Omega)$ to the element $\Delta_{\phi}[u]$ of $W^{-1,2}(\Omega)$ defined by

$$
\begin{equation*}
\Delta_{\phi}[u][w]=-\int_{\Omega} D u(D \phi)^{-1}(D \phi)^{-t} D w^{t}|\operatorname{det} D \phi| d x \tag{3.17}
\end{equation*}
$$

for all $u, w \in W_{0}^{1,2}(\Omega)$.
Then we have the following (cf. [6, §3].)
Theorem 3.18. Let $\Omega$ be an open connected subset of $\mathbb{R}^{n}$ satisfying (3.6). Let $\phi \in \Phi(\Omega)$. Then the following statements hold.
(i) Let $\phi \in \Phi(\Omega)$. The function $Q_{\phi}$ of $\left(W_{0}^{1,2}(\Omega)\right)^{2}$ to $\mathbb{R}$ defined by

$$
Q_{\phi}\left[u_{1}, u_{2}\right] \equiv \int_{\Omega} D u_{1}(D \phi)^{-1}(D \phi)^{-t} D u_{2}^{t}|\operatorname{det} D \phi| d x \quad \forall u_{1}, u_{2} \in W_{0}^{1,2}(\Omega)
$$

is a scalar product in $W_{0}^{1,2}(\Omega)$, which makes $W_{0}^{1,2}(\Omega)$ a Hilbert space, which we denote by the symbol $w_{0, \phi}^{1,2}(\Omega)$. Moreover, the following inequality holds

$$
\left.\frac{\operatorname{essinf}_{\Omega}|\operatorname{det} D \phi|}{\||D \phi|\|_{L^{\infty}(\Omega)}^{2}} \leq \eta\left[Q_{\phi}\right] \leq\| \|(D \phi)^{-1} \right\rvert\,\left\|_{L^{\infty}(\Omega)}^{2}\right\| \operatorname{det} D \phi \|_{L^{\infty}(\Omega)}
$$

where

$$
\eta\left[Q_{\phi}\right] \equiv \inf \left\{\frac{\int_{\Omega}\left|D u(D \phi)^{-1}\right|^{2}|\operatorname{det} D \phi| d x}{\int_{\Omega}|D u|^{2} d x}: u \in W_{0}^{1,2}(\Omega) \backslash\{0\}\right\}
$$

In particular, $Q_{\phi} \in \mathcal{Q}\left(\left(w_{0}^{1,2}(\Omega)\right)^{2}, \mathbb{R}\right)$ (cf. (2.2).)
(ii) The operator $\mathcal{J}_{\phi}$ is linear and continuous.
(iii) The operator $\Delta_{\phi}$ is a linear homeomorphism of $W_{0}^{1,2}(\Omega)$ onto $W^{-1,2}(\Omega)$.
(iv) The operator $T_{\phi} \equiv-\Delta_{\phi}^{(-1)} \circ \mathcal{J}_{\phi} \circ \mathcal{I}$ is compact and selfadjoint in $w_{0, \phi}^{1,2}(\Omega)$.
(v) If the pair $(\lambda, v) \in \mathbb{R} \times\left(W_{0}^{1,2}(\phi(\Omega)) \backslash\{0\}\right)$ satisfies equation

$$
\begin{equation*}
v=-\lambda \Delta^{(-1)} \circ \mathcal{J} \circ \mathcal{I}[v] \tag{3.19}
\end{equation*}
$$

then $\lambda>0$ and the pair $\left(\mu \equiv \lambda^{-1}, u \equiv v \circ \phi\right)$ belongs to $] 0,+\infty\left[\times W_{0}^{1,2}(\Omega)\right.$ and satisfies equation

$$
\begin{equation*}
\mu u=T_{\phi} u \tag{3.20}
\end{equation*}
$$

Conversely, if $(\mu, u) \in \mathbb{R} \times\left(W_{0}^{1,2}(\Omega) \backslash\{0\}\right)$ satisfies equation (3.20), then $\mu>0$ and the pair $\left(\lambda \equiv \mu^{-1}, v \equiv u \circ \phi^{(-1)}\right)$ belongs to $\mathbb{R} \times\left(W_{0}^{1,2}(\phi(\Omega)) \backslash\{0\}\right)$ and satisfies equation (3.19).
(vi) $J^{+}\left[T_{\phi}\right]=\mathbb{N} \backslash\{0\}, J^{-}\left[T_{\phi}\right]=\emptyset$, and equation (3.20) has a decreasing sequence $\left\{\mu_{j}[\phi]\right\}_{j \in \mathbb{N} \backslash\{0\}}$ of eigenvalues in $] 0,+\infty\left[\right.$, and $\mu_{j}[\phi]=\lambda_{j}^{-1}[\phi]$ (cf. Theorem 3.5 (ii).)

We are now ready to prove the following.
Theorem 3.21. Let $\Omega$ be a connected open subset of $\mathbb{R}^{n}$ such that (3.6) holds. Let $\mathcal{X}$ be a normed space continuously imbedded in $\operatorname{Lip}(\Omega)$. Let $F$ be a finite nonempty subset of $\mathbb{N} \backslash\{0\}$. Let

$$
\mathcal{A}_{\Omega}[F] \equiv\left\{\phi \in \mathcal{A}_{\Omega} \cap \mathcal{X}^{n}: \lambda_{l}[\phi] \notin\left\{\lambda_{j}[\phi]: j \in F\right\} \forall l \in \mathbb{N} \backslash(F \cup\{0\})\right\}
$$

Then the following statements hold.
(i) The set $\mathcal{A}_{\Omega}[F]$ is open in $\mathcal{X}^{n}$. The map $P_{F}[\cdot]$ of the set $\mathcal{A}_{\Omega}[F]$ to the space $\mathcal{L}\left(W_{0}^{1,2}(\Omega), W_{0}^{1,2}(\Omega)\right)$ which takes $\phi \in \mathcal{A}_{\Omega}[F]$ to the orthogonal projection
of $w_{0, \phi}^{1,2}(\Omega)$ onto the (finite dimensional) subspace of $w_{0, \phi}^{1,2}(\Omega)$ generated by the set
$\left\{u \in W_{0}^{1,2}(\Omega):-\Delta\left[u \circ \phi^{(-1)}\right]=\lambda_{j}[\phi] \mathcal{J} \circ \mathcal{I}\left[u \circ \phi^{(-1)}\right]\right.$ for some $\left.j \in F\right\}$,
is real analytic.
(ii) Let $s \in\{1, \ldots,|F|\}$. The function $\Lambda_{F, s}$ of $\mathcal{A}_{\Omega}[F]$ to $\mathbb{R}$ defined by

$$
\Lambda_{F, s}[\phi] \equiv \sum_{j_{1}, \ldots, j_{s} \in F} \lambda_{j_{1}<\cdots<j_{s}}[\phi] \cdots \lambda_{j_{s}}[\phi] \quad \forall \phi \in \mathcal{A}_{\Omega}[F]
$$

is real analytic.
Proof. Clearly, the gradient operator $D$ is linear and continuous from $\mathcal{X}^{n}$ to $\left(L^{\infty}(\Omega)\right)^{n^{2}}$. Since linear and bilinear continuous operators are real analytic, we conclude that $\Delta_{\phi}$, and $\mathcal{J}_{\phi}$, and $Q_{\phi}$ are real analytic from $\mathcal{A}_{\Omega} \cap \mathcal{X}^{n}$ to the space $\mathcal{L}\left(w_{0}^{1,2}(\Omega), w^{-1,2}(\Omega)\right)$, and to $\mathcal{L}\left(L^{2}(\Omega), w^{-1,2}(\Omega)\right)$, and to $\mathcal{Q}\left(\left(w_{0}^{1,2}(\Omega)\right)^{2}, \mathbb{R}\right)$, respectively. Since the map which takes an operator into its inverse is real analytic on the set of invertible operators in $\mathcal{L}\left(w_{0}^{1,2}(\Omega), w^{-1,2}(\Omega)\right)$ (cf. e.g., Hille and Phillips [3, Thms. 4.3.2, 4.34]), it follows that the map $\phi \mapsto\left(Q_{\phi}, T_{\phi}\right)$ is real analytic from $\mathcal{A}_{\Omega} \cap \mathcal{X}^{n}$ to

$$
\begin{equation*}
\mathcal{O}_{\Omega} \equiv\left\{(Q, T) \in \mathcal{Q}\left(\left(w_{0}^{1,2}(\Omega)\right)^{2}, \mathbb{R}\right) \times \mathcal{K}\left(w_{0}^{1,2}(\Omega), w_{0}^{1,2}(\Omega)\right):\right. \tag{3.22}
\end{equation*}
$$

$$
T \text { is selfadjoint with respect to } Q\}
$$

which is a subset of the linear space $\mathcal{B}_{s}\left(\left(w_{0}^{1,2}(\Omega)\right)^{2}, \mathbb{R}\right) \times \mathcal{L}\left(w_{0}^{1,2}(\Omega), w_{0}^{1,2}(\Omega)\right)$. By Theorem $3.18(\mathrm{vi})$, the set $\mathcal{A}_{\Omega}[F]$ coincides with the set

$$
\left\{\phi \in \mathcal{A}_{\Omega} \cap \mathcal{X}^{n}:\left(Q_{\phi}, T_{\phi}\right) \in \mathcal{A}[F]\right\}
$$

where $\mathcal{A}[F]$ has been introduced in (2.5) for $H=w_{0}^{1,2}(\Omega)$. Since $\mathcal{A}[F]$ is open in $\mathcal{O}_{\Omega}$, and $\phi \mapsto\left(Q_{\phi}, T_{\phi}\right)$ is continuous on $\mathcal{A}_{\Omega} \cap \mathcal{X}^{n}$, we conclude that $\mathcal{A}_{\Omega}[F]$ is open in $\mathcal{X}^{n}$. Then statement $(i)$ follows by Theorem 2.18. Since $\lambda_{j}[\phi]=\mu_{j}^{-1}\left[T_{\phi}\right]$, we have that

$$
\begin{equation*}
\Lambda_{F, s}[\phi]=\frac{M_{F,|F|-s}\left[T_{\phi}\right]}{M_{F,|F|}\left[T_{\phi}\right]} \quad s=1, \ldots,|F| \tag{3.23}
\end{equation*}
$$

where $M_{F, 0}\left[T_{\phi}\right] \equiv 1$. Then statement (ii) follows by Theorem 2.30

Corollary 3.24. Let $\Omega$ be a connected open subset of $\mathbb{R}^{n}$ such that (3.6) holds. Let $F$ be a finite nonempty subset of $\mathbb{N} \backslash\{0\}$. Let

$$
\begin{equation*}
\Theta_{\Omega}[F] \equiv\left\{\phi \in \mathcal{A}_{\Omega}[F]: \lambda_{j}[\phi] \text { have a common value } \lambda_{F}[\phi] \forall j \in F\right\} \tag{3.25}
\end{equation*}
$$

Then the real analytic functions

$$
\left(\binom{|F|}{1}^{-1} \Lambda_{F, 1}[\cdot]\right)^{\frac{1}{1}}, \ldots,\left(\binom{|F|}{|F|}^{-1} \Lambda_{F,|F|}[\cdot]\right)^{\frac{1}{|F|}}
$$

of $\mathcal{A}_{\Omega}[F]$ to $\mathbb{R}$ coincide on $\Theta_{\Omega}[F]$ with the function which takes $\phi$ to $\lambda_{F}[\phi]$.
We note that a version of Corollary 3.24 for $\phi$ 's in the Schauder class of functions of class $C^{k}$ with Hölder continuous derivatives of order $k$, for $k \geq 2$, has been deduced in [7, Thm. 3.34] by different avenues.

We conclude this section by computing the derivatives of the functions $\Lambda_{F, s}[\cdot]$ at a point $\tilde{\phi} \in \Theta_{\Omega}[F]$.

Let $\Omega$ be an open subset of $\mathbb{R}^{n}$. As customary, we denote by $W^{2,2}(\Omega)$ the Sobolev space of distributions in $\Omega$ with derivatives of order less or equal to 2 in $L^{2}(\Omega)$, and by $W^{1, \infty}(\Omega)$ the space of distributions in $\Omega$ with derivatives of order less or equal to 1 in $L^{\infty}(\Omega)$. Then we have the following technical Lemma.
Lemma 3.26. Let $\Omega$ be a connected open subset of $\mathbb{R}^{n}$ such that (3.6) holds. Let $\mathcal{X}$ be a normed space continuously imbedded in $\operatorname{Lip}(\Omega)$. Let $F$ be a finite nonempty subset of $\mathbb{N} \backslash\{0\}$. Let $\tilde{\phi} \in \Theta_{\Omega}[F]$. Let $\tilde{u}_{1}, \tilde{u}_{2}$ be two eigenvectors corresponding to the eigenvalue $\lambda_{F}^{-1}[\tilde{\phi}]$ of the operator $T_{\tilde{\phi}}$. Then we have that

$$
\begin{align*}
& Q_{\tilde{\phi}}\left[d_{\mid \phi=\tilde{\phi}}\left[\Delta_{\phi}^{(-1)} \circ \mathcal{J}_{\phi} \circ \mathcal{I}\right][\psi] \tilde{u}_{1}, \tilde{u}_{2}\right]=  \tag{3.27}\\
& -\lambda_{F}^{-1}[\tilde{\phi}] \int_{\tilde{\phi}(\Omega)} D \tilde{v}_{1}\left[D\left(\psi \circ \tilde{\phi}^{(-1)}\right)+D\left(\psi \circ \tilde{\phi}^{(-1)}\right)^{t}\right] D \tilde{v}_{2}^{t} d y \\
& -\int_{\tilde{\phi}(\Omega)} \tilde{v}_{1} \tilde{v}_{2} \operatorname{div}\left(\psi \circ \tilde{\phi}^{(-1)}\right) d y+\lambda_{F}^{-1}[\tilde{\phi}] \int_{\tilde{\phi}(\Omega)} D \tilde{v}_{1} D \tilde{v}_{2}^{t} \operatorname{div}\left(\psi \circ \tilde{\phi}^{(-1)}\right) d y
\end{align*}
$$

for all $\psi \in \mathcal{X}^{n}$, where $\tilde{v}_{1}=\tilde{u}_{1} \circ \tilde{\phi}^{(-1)}, \tilde{v}_{2}=\tilde{u}_{2} \circ \tilde{\phi}^{(-1)}$. If we further assume that $\tilde{v}_{1}, \tilde{v}_{2} \in W^{2,2}(\tilde{\phi}(\Omega))$, then the right hand side of (3.27) equals

$$
\begin{equation*}
-\lambda_{F}^{-1}[\tilde{\phi}] \int_{\tilde{\phi}(\Omega)} \operatorname{div}\left[\left(\psi \circ \tilde{\phi}^{(-1)}\right) D \tilde{v}_{1} D \tilde{v}_{2}^{t}\right] d y \tag{3.28}
\end{equation*}
$$

for all $\psi \in\left(\operatorname{Lip}(\Omega) \cap L^{\infty}(\Omega)\right)^{n}$.
Proof. To shorten our notation, we set $\tilde{\lambda} \equiv \lambda_{F}[\tilde{\phi}]$. By standard Calculus in Banach space, and by the obvious equalities $\Delta_{\tilde{\phi}}\left[\tilde{u}_{1}\right]=-\tilde{\lambda} \mathcal{J}_{\tilde{\phi}} \circ \mathcal{I}\left[\tilde{u}_{1}\right], Q_{\tilde{\phi}}[u, w]=-\Delta_{\tilde{\phi}}[u][w]$ for all $u, w \in W_{0}^{1,2}(\Omega)$, the left hand side of (3.27) equals

$$
\begin{aligned}
Q_{\tilde{\phi}}\left[\Delta_{\tilde{\phi}}^{(-1)} \circ\right. & \left.\left(d_{\mid \phi=\tilde{\phi}}\left[\mathcal{J}_{\phi} \circ \mathcal{I}\right][\psi]\right)\left[\tilde{u}_{1}\right], \tilde{u}_{2}\right]+Q_{\tilde{\phi}}\left[\left(d_{\mid \phi=\tilde{\phi}} \Delta_{\phi}^{(-1)}[\psi]\right) \circ \mathcal{J}_{\tilde{\phi}} \circ \mathcal{I}\left[\tilde{u}_{1}\right], \tilde{u}_{2}\right] \\
=- & \left(d_{\mid \phi=\tilde{\phi}}\left[\mathcal{J}_{\phi} \circ \mathcal{I}\right][\psi]\left[\tilde{u}_{1}\right]\right)\left[\tilde{u}_{2}\right]-\Delta_{\tilde{\phi}}\left[\left(d_{\mid \phi=\tilde{\phi}} \Delta_{\phi}^{(-1)}[\psi]\right) \circ \mathcal{J}_{\tilde{\phi}} \circ \mathcal{I}\left[\tilde{u}_{1}\right]\right]\left[\tilde{u}_{2}\right] \\
=- & \left(d_{\mid \phi=\tilde{\phi}}\left[\mathcal{J}_{\phi} \circ \mathcal{I}\right][\psi]\left[\tilde{u}_{1}\right]\right)\left[\tilde{u}_{2}\right] \\
& \quad+\Delta_{\tilde{\phi}}\left[\Delta_{\tilde{\phi}}^{(-1)} \circ d_{\mid \phi=\tilde{\phi}}\left[\Delta_{\phi}\right][\psi] \circ \Delta_{\tilde{\phi}}^{(-1)} \circ \mathcal{J}_{\tilde{\phi}} \circ \mathcal{I}\left[\tilde{u}_{1}\right]\right]\left[\tilde{u}_{2}\right] \\
=- & \left(d_{\mid \phi=\tilde{\phi}}\left[\mathcal{J}_{\phi} \circ \mathcal{I}\right][\psi]\left[\tilde{u}_{1}\right]\right)\left[\tilde{u}_{2}\right]-\tilde{\lambda}^{-1}\left(d_{\mid \phi=\tilde{\phi}}\left[\Delta_{\phi}[\psi]\right]\left[\tilde{u}_{1}\right]\right)\left[\tilde{u}_{2}\right],
\end{aligned}
$$

for all $\psi \in \mathcal{X}^{n}$. We now compute $\left(d_{\mid \phi=\tilde{\phi}}\left[\mathcal{J}_{\phi} \circ \mathcal{I}\right][\psi]\left[\tilde{u}_{1}\right]\right)\left[\tilde{u}_{2}\right]$. By standard Calculus, it is easy to see that

$$
\begin{equation*}
\left[\left(d_{\mid \phi=\tilde{\phi}}(\operatorname{det} D \phi)[\psi]\right) \circ \tilde{\phi}^{(-1)}\right] \operatorname{det} D \tilde{\phi}^{(-1)}=\operatorname{div}\left(\psi \circ \tilde{\phi}^{(-1)}\right), \tag{3.29}
\end{equation*}
$$

and that the map of $A \equiv\left\{f \in L^{\infty}(\Omega): \operatorname{ess}_{\inf }^{\Omega}|f|>0\right\}$ to $L^{\infty}(\Omega)$ which takes $f$ to $|f|$ is differentiable, and that for all $f \in A$, its differential at $f$ is the map of $L^{\infty}(\Omega)$ to itself which maps $h$ to $\operatorname{sgn}(f) h$. Then by (3.29), and by changing the variable with the map $\tilde{\phi}$ (cf. Reshetnyak [13, Thm. 2.2, p. 99]), we obtain

$$
\begin{aligned}
& \left(d_{\mid \phi=\tilde{\phi}}\left[\mathcal{J}_{\phi} \circ \mathcal{I}\right][\psi]\left[\tilde{u}_{1}\right]\right)\left[\tilde{u}_{2}\right] \\
& \quad=\int_{\Omega} \tilde{u}_{1} \tilde{u}_{2} d_{\mid \phi=\tilde{\phi}}(|\operatorname{det} D \phi|)[\psi] d x=\int_{\tilde{\phi}(\Omega)} \tilde{v}_{1} \tilde{v}_{2} \operatorname{div}\left(\psi \circ \tilde{\phi}^{(-1)}\right) d y .
\end{aligned}
$$

We now compute $d_{\mid \phi=\tilde{\phi}}\left[\Delta_{\phi}[\psi]\right]\left[\tilde{u}_{1}\right]\left[\tilde{u}_{2}\right]$. To shorten our notation, we find convenient to set $G_{\phi} \equiv(D \phi)^{-1}(D \phi)^{-t}$. Then by definition of $\Delta_{\phi}$, we obtain

$$
\begin{align*}
d_{\mid \phi=\tilde{\phi}}\left[\Delta_{\phi}[\psi]\right]\left[\tilde{u}_{1}\right]\left[\tilde{u}_{2}\right]=- & \int_{\Omega} D \tilde{u}_{1}\left(d_{\mid \phi=\tilde{\phi}} G_{\phi}[\psi]\right) D \tilde{u}_{2}^{t}|\operatorname{det} D \tilde{\phi}| d x  \tag{3.30}\\
& -\int_{\Omega} D \tilde{u}_{1} G_{\tilde{\phi}} D \tilde{u}_{2}^{t} d_{\mid \phi=\tilde{\phi}}(|\operatorname{det} D \phi|)[\psi] d x .
\end{align*}
$$

By equality (3.29), we have

$$
\begin{equation*}
\int_{\Omega} D \tilde{u}_{1} G_{\tilde{\phi}} D \tilde{u}_{2}^{t} d_{\mid \phi=\tilde{\phi}}(|\operatorname{det} D \phi|)[\psi] d x=\int_{\tilde{\phi}(\Omega)} D \tilde{v}_{1} D \tilde{v}_{2}^{t} \operatorname{div}\left(\psi \circ \tilde{\phi}^{(-1)}\right) d y \tag{3.31}
\end{equation*}
$$

We notice that

$$
\begin{equation*}
\left[d_{\mid \phi=\tilde{\phi}} G_{\phi}[\psi]\right] \circ \tilde{\phi}^{(-1)}=-D\left(\tilde{\phi}^{(-1)}\right)\left[D\left(\psi \circ \tilde{\phi}^{(-1)}\right)+D\left(\psi \circ \tilde{\phi}^{(-1)}\right)^{t}\right] D\left(\tilde{\phi}^{(-1)}\right)^{t} \tag{3.32}
\end{equation*}
$$

Then, by another change of variables, we obtain

$$
\begin{align*}
& \int_{\Omega} D \tilde{u}_{1}\left(d_{\mid \phi=\tilde{\phi}} G_{\phi}[\psi]\right) D \tilde{u}_{2}^{t}|\operatorname{det} D \tilde{\phi}| d x  \tag{3.33}\\
&=-\int_{\tilde{\phi}(\Omega)} D \tilde{v}_{1}\left[D\left(\psi \circ \tilde{\phi}^{(-1)}\right)+D\left(\psi \circ \tilde{\phi}^{(-1)}\right)^{t}\right] D \tilde{v}_{2}^{t} d y
\end{align*}
$$

By the above equalities, it follows that (3.27) holds. We now consider the case in which we further assume that $\tilde{v}_{1}, \tilde{v}_{2} \in W^{2,2}(\tilde{\phi}(\Omega))$. To shorten our notation, we set $\omega \equiv\left(\omega_{s}\right)_{s=1, \ldots, n}$ where $\omega_{s}=\psi_{s} \circ \tilde{\phi}^{(-1)}$ and $\psi=\left(\psi_{s}\right)_{s=1, \ldots, n}$. Since $l_{\Omega}[\tilde{\phi}]>0$, then $\tilde{\phi}^{(-1)}$ is Lipschitz continuous on $\tilde{\phi}(\Omega)$, and thus $\omega$ is also Lipschitz continuous on $\tilde{\phi}(\Omega)$, and the fuctions $\omega_{s}$ have essentially bounded first order distributional derivatives. Since $\psi \in\left(L^{\infty}(\Omega)\right)^{n}$, the Lipschitz continuity of $\tilde{\phi}^{(-1)}$ in $\tilde{\phi}(\Omega)$ ensures that $\omega \in\left(L^{\infty}(\tilde{\phi}(\Omega))\right)^{n}$. Then we have $\omega \in\left(W^{1, \infty}(\tilde{\phi}(\Omega))\right)^{n}$, and $\omega D \tilde{v}_{r}^{t} \in W^{1,2}(\tilde{\phi}(\Omega))$ for $r=1,2$. Now we note that

$$
\begin{align*}
& D \tilde{v}_{1}\left(D \omega+D \omega^{t}\right) D \tilde{v}_{2}^{t}  \tag{3.34}\\
& \quad=\operatorname{div}\left(\left(\omega D \tilde{v}_{1}^{t}\right) D \tilde{v}_{2}+\left(\omega D \tilde{v}_{2}^{t}\right) D \tilde{v}_{1}-\left(D \tilde{v}_{1} D \tilde{v}_{2}^{t}\right) \omega\right)
\end{align*}
$$

$$
-\left[\left(\omega D \tilde{v}_{1}^{t}\right) \Delta \tilde{v}_{2}+\left(\omega D \tilde{v}_{2}^{t}\right) \Delta \tilde{v}_{1}\right]+\left(D \tilde{v}_{1} D \tilde{v}_{2}^{t}\right) \operatorname{div} \omega,
$$

where $\Delta$ denotes the Laplacian (in the sense of distributions) applied to a function of $W^{2,2}(\tilde{\phi}(\Omega))$. Next, we show that

$$
\begin{equation*}
A[v, w] \equiv \int_{\tilde{\phi}(\Omega)} \operatorname{div}\left[\left(\omega D v^{t}\right) D w-\left(D v D w^{t}\right) \omega\right] d y=0 \tag{3.35}
\end{equation*}
$$

for all $(v, w) \in\left(W_{0}^{1,2}(\tilde{\phi}(\Omega)) \cap W^{2,2}(\tilde{\phi}(\Omega))\right) \times W^{2,2}(\tilde{\phi}(\Omega))$. To do so, we first show that $A$ vanishes on pairs $\left(\beta_{1}, \beta_{2}\right) \in \mathcal{D}(\tilde{\phi}(\Omega)) \times\left(C^{\infty}(\tilde{\phi}(\Omega)) \cap W^{2,2}(\tilde{\phi}(\Omega))\right)$. Possibly multiplying $\beta_{2}$ by a function of $\mathcal{D}(\tilde{\phi}(\Omega))$ equal to 1 on an open neighborhood of the support of $\beta_{1}$, we can assume that $\beta_{2} \in \mathcal{D}(\tilde{\phi}(\Omega))$. The function $\omega$ is Lipschitz continuous, and thus it can be extended to the colosure of $\tilde{\phi}(\Omega)$, and then to all of $\mathbb{R}^{n}$ as a Lipschitz continuous function (cf. e.g. Troianiello [15, Thm. 1.2, p. 12].) Then by applying the Divergence Theorem to a ball containing the supports of $\beta_{1}$ and of $\beta_{2}$ in the interior, one realizes that $A\left[\beta_{1}, \beta_{2}\right]=0$. Now we note that the integrand in (3.35) equals

$$
\sum_{r, s=1}^{n}\left\{\frac{\partial v}{\partial y_{s}} \frac{\partial}{\partial y_{r}}\left(\omega_{s} \frac{\partial w}{\partial y_{r}}\right)-\frac{\partial v}{\partial y_{s}} \frac{\partial}{\partial y_{r}}\left(\omega_{r} \frac{\partial w}{\partial y_{s}}\right)\right\}
$$

an expression which does not contain second order derivatives in $v$. Hence, $A$ defines a bilinear and continuous map of $W_{0}^{1,2}(\tilde{\phi}(\Omega)) \times W^{2,2}(\tilde{\phi}(\Omega))$. Since such form vanishes on $\mathcal{D}(\tilde{\phi}(\Omega)) \times\left(C^{\infty}(\tilde{\phi}(\Omega)) \cap W^{2,2}(\tilde{\phi}(\Omega))\right)$, which is a dense subset of its domain, we conclude that (3.35) holds. Since $\tilde{v}_{1}, \tilde{v}_{2} \in W_{0}^{1,2}(\tilde{\phi}(\Omega)), \omega \in\left(W^{1, \infty}(\tilde{\phi}(\Omega))\right)^{n}$, we have

$$
\begin{equation*}
\int_{\tilde{\phi}(\Omega)} \tilde{v}_{1} \tilde{v}_{2} \operatorname{div} \omega d y=-\int_{\tilde{\phi}(\Omega)}\left(\omega D \tilde{v}_{1}^{t}\right) \tilde{v}_{2} d y-\int_{\tilde{\phi}(\Omega)}\left(\omega D \tilde{v}_{2}^{t}\right) \tilde{v}_{1} d y . \tag{3.36}
\end{equation*}
$$

Then by combining equalities $\Delta \tilde{v}_{r}=-\tilde{\lambda} \tilde{v}_{r}$ for $r=1,2$ with (3.34), (3.35), with the membership of $\tilde{v}_{r}$ in $W_{0}^{1,2}(\tilde{\phi}(\Omega)) \cap W^{2,2}(\tilde{\phi}(\Omega))$ for $r=1,2$, and with (3.36), we obtain

$$
\begin{align*}
\int_{\tilde{\phi}(\Omega)} D \tilde{v}_{1}(D \omega+ & \left.D \omega^{t}\right) D \tilde{v}_{2}^{t}=-\tilde{\lambda} \int_{\tilde{\phi}(\Omega)} \tilde{v}_{1} \tilde{v}_{2} \operatorname{div} \omega d y  \tag{3.37}\\
& +\int_{\tilde{\phi}(\Omega)} D \tilde{v}_{1} D \tilde{v}_{2}^{t} \operatorname{div} \omega d y+\int_{\tilde{\phi}(\Omega)} \operatorname{div}\left[\left(D \tilde{v}_{1} D \tilde{v}_{2}^{t}\right) \omega\right] d y .
\end{align*}
$$

Then by equality (3.27), equality (3.28) follows.

We then have the following.
Theorem 3.38. Let $\Omega$ be a connected open subset of $\mathbb{R}^{n}$ such that (3.6) holds. Let $\mathcal{X}$ be a normed space continuously imbedded in $\operatorname{Lip}(\Omega)$. Let $F$ be a finite nonempty subset of $\mathbb{N} \backslash\{0\}$. Let $\Theta_{\Omega}[F]$ be as in (3.25). Let $\phi \in \Theta_{\Omega}[F]$. Let $\tilde{v}_{1}, \ldots, \tilde{v}_{|F|}$ be an orthonormal basis of the eigenspace associated to the eigenvalue $\lambda_{F}[\tilde{\phi}]$ of $-\Delta$ in
$W_{0}^{1,2}(\tilde{\phi}(\Omega))$, where the orthonormality is taken with respect to the scalar product of $w_{0}^{1,2}(\tilde{\phi}(\Omega))(c f .(3.4)$.$) Then we have$

$$
\begin{align*}
& d_{\mid \phi=\tilde{\phi}}\left(\Lambda_{F, s}\right)[\psi]  \tag{3.39}\\
& =-\lambda_{F}^{s}[\tilde{\phi}]\binom{|F|-1}{s-1} \sum_{l=1}^{|F|}\left\{\int_{\tilde{\phi}(\Omega)}\left[\lambda_{F}[\tilde{\phi}] \tilde{v}_{l}^{2}-\left|D \tilde{v}_{l}\right|^{2}\right] \operatorname{div}\left(\psi \circ \tilde{\phi}^{(-1)}\right) d y\right. \\
& \left.+\int_{\tilde{\phi}(\Omega)} D \tilde{v}_{l}\left[D\left(\psi \circ \tilde{\phi}^{(-1)}\right)+D\left(\psi \circ \tilde{\phi}^{(-1)}\right)^{t}\right] D \tilde{v}_{l}^{t} d y\right\}
\end{align*}
$$

for all $\psi \in \mathcal{X}^{n}, s=1, \ldots,|F|$. If we further assume that $\tilde{v}_{l} \in W^{2,2}(\tilde{\phi}(\Omega))$ for $l=1, \ldots,|F|$, then the right hand side of (3.39) equals

$$
\begin{equation*}
-\lambda_{F}^{s}[\tilde{\phi}]\binom{|F|-1}{s-1} \sum_{l=1}^{|F|} \int_{\tilde{\phi}(\Omega)} \operatorname{div}\left[\left(\psi \circ \tilde{\phi}^{(-1)}\right)\left|D \tilde{v}_{l}\right|^{2}\right] d y \tag{3.40}
\end{equation*}
$$

for all $\psi \in\left(\operatorname{Lip}(\Omega) \cap L^{\infty}(\Omega)\right)^{n}$.
Proof. We set $\tilde{u}_{l}=\tilde{v}_{l} \circ \tilde{\phi}$, for all $l=1, \ldots,|F|$. We first consider case $|F|>1$. By equalities (2.32) and (3.23), it follows that

$$
\begin{aligned}
d_{\mid \phi=}= & \left(\Lambda_{F, s}\right)[\psi]=\left\{d_{\mid \phi=\tilde{\phi}} M_{F,|F|-s}\left[T_{\phi}\right][\psi] M_{F,|F|}\left[T_{\tilde{\phi}}\right]\right. \\
& \left.-M_{F,|F|-s}\left[T_{\tilde{\phi}}\right] d_{\mid \phi=\tilde{\phi}} M_{F,|F|}\left[T_{\phi}\right][\psi]\right\} \lambda_{F}^{2|F|}[\tilde{\phi}] \\
& =\left[\binom{|F|-1}{|F|-s-1} \lambda_{F}^{s+1-2|F|}[\tilde{\phi}]-\binom{|F|}{s}\binom{|F|-1}{|F|-1} \lambda_{F}^{s+1-2|F|}[\tilde{\phi}]\right] \\
& \cdot \lambda_{F}^{2|F|}[\tilde{\phi}] \sum_{l=1}^{|F|} Q_{\tilde{\phi}}\left[d_{\mid \phi=\tilde{\phi}}\left(T_{\phi}\right)[\psi]\left[\tilde{u}_{l}\right], \tilde{u}_{l}\right] \\
& =-\lambda_{F}^{s+1}[\tilde{\phi}]\binom{|F|-1}{s-1} \sum_{l=1}^{|F|} Q_{\tilde{\phi}}\left[d_{\mid \phi=\tilde{\phi}}\left(T_{\phi}\right)[\psi]\left[\tilde{u}_{l}\right], \tilde{u}_{l}\right]
\end{aligned}
$$

Then we can conclude by Lemma 3.26. Case $|F|=1$ can be treated similarly.

Concerning the statement of Lemma 3.26, we note that if $\tilde{\phi}(\Omega)$ is of class $C^{1,1}$, then by standard elliptic regularity theory, we have $\tilde{v}_{r} \in W^{2,2}(\tilde{\phi}(\Omega))$ and $D \tilde{v}_{r}=$ $\frac{\partial \tilde{v}_{r}}{\partial \nu} \nu$ on $\partial(\tilde{\phi}(\Omega))$ for $r=1,2$, where $\nu$ denotes the exterior unit normal to $\partial(\tilde{\phi}(\Omega))$ (cf. e.g., Troianiello [15, Thm. 3.29, p. 195].) Moreover, by the Divergence Theorem, the integral in (3.28) would equal $\int_{\partial \tilde{\phi}(\Omega)} \frac{\partial \tilde{v}_{1}}{\partial \nu} \frac{\partial \tilde{v}_{2}}{\partial \nu}\left(\psi \circ \tilde{\phi}^{(-1)}\right) \cdot \nu^{t} d \sigma$ where $d \sigma$ denotes the $(n-1)$-dimensional area element of $\partial(\tilde{\phi}(\Omega))$. A corresponding remark holds of course for Theorem 3.38 and formula (3.40).

Furthermore, we note that if we assume that $\Omega$ is of class $C^{1,1}$, and that $\tilde{\phi} \in \mathcal{A}_{\Omega}$ has continuous partial derivatives in $\Omega$ satisfying a Lipschitz condition in $\Omega$, then $\tilde{\phi}(\Omega)$ is of class $C^{1,1}$ (cf. e.g., [7, Lem. 2.4].)

Acknowledgements. This paper represents an extension of a part of the work performed by P.D. Lamberti in his Doctoral Dissertation at the University of Padova (see [5]) under the guidance of M. Lanza de Cristoforis.

The authors are deeply indebted to Prof. Anton Deitmar, who during a discussion on a variant of a weaker version of Theorem 2.34 for a fixed scalar product has suggested to the second author that a variant of Theorem 2.30 for fixed scalar products should hold.

## References

[1] S.J. Cox, The Generalized Gradient at a Multiple Eigenvalue, Journal of Functional Analysis, 133, (1995), pp. 30-40.
[2] L.C. Evans, Partial Differential Equations, American Mathematical Society, Providence, RI, 1998.
[3] E. Hille and R.S. Phillips, Functional analysis and semi-groups, Amer. Math. Soc. Colloq. Publ., 31, 1957.
[4] T. Kato, Perturbation theory for linear operators, Springer Verlag, 1976.
[5] P.D. Lamberti, A few spectral perturbation problems, Doctoral Dissertation, University of Padova, Italy, 2002.
[6] P.D. Lamberti and M. Lanza de Cristoforis, A global Lipschitz continuity result for a domain dependent Dirichlet eigenvalue problem for the Laplace operator, submitted, (2002).
[7] P.D. Lamberti and M. Lanza de Cristoforis, An analyticity result for the dependence of multiple eigenvalues and eigenspaces of the Laplace operator upon perturbation of the domain, Glasgow Math. J., 44, (2002), pp. 29-43.
[8] P.D. Lamberti and M. Lanza de Cristoforis, Persistence of eigenvalues and multiplicity in the Dirichlet problem for the Laplace operator on nonsmooth domains, typewritten manuscript, (2003).
[9] M. Lanza de Cristoforis, Properties and pathologies of the composition and inversion operator in Schauder spaces, Rend. Accad. Naz. delle Scienze detta dei XL, Memorie di Matematica, 15, (1991), pp. 93-109.
[10] J. Nečas, Les méthodes directes en théorie des équations elliptiques, Masson et C., Paris, 1967.
[11] G. Prodi and A. Ambrosetti, Analisi non lineare, Editrice Tecnico Scientifica, Pisa, 1973.
[12] F. Rellich, Perturbation theory of eigenvalue problems, Gordon and Breach Science Publ., New York, 1969.
[13] Yu.G. Reshetnyak, Space mappings with bounded distortion, Translations of Mathematical Monographs, 73, American Mathematical Society, Providence, RI, 1989.
[14] A.E. Taylor and D.L. Lay, Introduction to Functional Analysis, John Wiley \& Sons, New York, etc., 1980.
[15] G.M. Troianiello, Elliptic differential equations and obstacle problems, Plenum Press, New York and London, 1987.

Manuscript received October 17, 2003 revised January 19, 2004

## Pier Domenico Lamberti

Dipartimento di Matematica Pura ed Applicata, Università di Padova Via Belzoni 7, 35131 Padova, Italia.

Massimo Lanza de Cristoforis
Dipartimento di Matematica Pura ed Applicata, Università di Padova Via Belzoni 7, 35131 Padova, Italia.


[^0]:    2000 Mathematics Subject Classification. 35P15, 47H30.
    Key words and phrases. Dirichlet eigenvalues and eigenvectors, Laplace operator, domain perturbation, special nonlinear operators.

