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A GENERAL VIEW ON PROXIMAL POINT METHODS TO
VARIATIONAL INEQUALITIES IN HILBERT SPACES -

ITERATIVE REGULARIZATION AND APPROXIMATION

A. KAPLAN AND R. TICHATSCHKE

Abstract. A general approach for analyzing convergence of proximal-like meth-
ods for variational inequalities with set-valued maximal monotone operators is
developed. This approach is oriented to methods coupling successive approxima-
tion of the variational inequality with the proximal point algorithm as well as to
related methods using regularization on a subspace and/or weak regularization.
The convergence results are proved under mild assumptions with respect to
the original variational inequality and admit, in particular, the use of the ε-
enlargement of an operator. Also conditions providing linear and superlinear
convergence are established. As an application, the proximal-based variant of
the elliptic regularization method is considered.

1. Introduction

Let (X, ‖ · ‖) be a Hilbert space with the topological dual X ′ and the duality
pairing 〈·, ·〉 between X and X ′. We consider the variational inequality

(P) find x∗ ∈ K such that

∃ q ∈ Q(x∗) : 〈q, x− x∗〉 ≥ 0 ∀x ∈ K,

where K ⊂ X is a convex closed set and Q : X → 2X′
is a maximal monotone

operator.

The proximal point method, originally introduced by Martinet [48] to solve
convex variational problems and later on investigated in a more general setting by
Rockafellar [57], has initiated a lot of new algorithms for solving various classes
of variational inequalities and related problems.
One can observe some main directions in the development of this technique:

• Modifications of the standard methods for convex optimization to provide a
more qualified convergence of a generated minimizing sequence and a better
stability of the auxiliary problems (cf. [2], [3], [5], [30], [50], [56], [63]);

• Decomposition and splitting methods for variational inequalities (cf. [17],
[21], [24], [29], [64] - [66]);

• Stable successive approximation and/or discretization of ill-posed varia-
tional inequalities, especially problems in mathematical physics, as well as
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generalizations of the principle of iterative regularization (multi-step proxi-
mal regularization, regularization on particular subspaces, weak regulariza-
tion) (cf. [1], [30], [31], [33], [34], [41], [51], [58], [59], [60]);

• Proximal bundle methods for non-smooth convex optimization problems and
variational inequalities (cf. [10], [36], [37], [42], [43], [49]);

• Methods with non-quadratic proximal regularization based on the use of
Bregman functions (cf. [6], [15], [16], [19], [38]) or logarithmic-quadratic
kernels (cf. [7] - [9], [54], [67]);

• Hybrid algorithms on the basis of proximal methods (cf. [39], [40], [61],
[62]).

The literature on this subject is vast, and we are able to mention only a small part
of publications.

The basic results of Rockafellar [57] on convergence of the proximal point
method for solving variational inequalities with maximal monotone operators were
generalized in [47] concerning the rate of convergence, and in [26] a similar analysis
was performed for methods using the proximal regularization on a subspace. More
precisely, in these papers the methods were studied for the equivalent problem of
finding a zero of a maximal monotone operator and under the assumption that
the proximal iterations are performed inexactly. However, an approximation of the
problem data was not considered.

The general scheme for the convergence analysis of proximal methods, includ-
ing a successive approximation of the variational inequality, has been developed in
[33] and [34]. It concerns iterative regularization methods, when an approxima-
tion of K and Q is usually improved after each proximal step, as well as multi-
step regularization methods, in which proximal iterations for each approximated
problem are repeated as long as they remain ”efficient” according to a special cri-
terion (see, for instance, [33]). This scheme covers not only methods using the
classical proximal mapping but also proximal-like methods with regularization on
a subspace and regularization in a weaker norm [30]. However, a certain ”uncon-
ventional” information about the variational inequality is needed, in particular, an
upper bound r for the norm of some solution, and bounds for the Q-image of the
set K ∩ Sr, Sr = {x ∈ X : ‖x‖ ≤ r}.

The goal of the present paper is a uniform analysis of (proximal-like) iterative
regularization methods under mild assumptions w.r.t. the original problem. This
analysis is performed in a general algorithmic framework, called here as the gener-
alized proximal point method (GPP-method). The main convergence result for this
method (cf. Theorem 1) does not use any hard available information about Problem
(P ), see Assumption 1 in Section 2. At the same time, in comparison with Theorem
1 in [33] and Theorem 3.7 in [34], the conditions on the regularizing functional are
weakened, in particular, it does not need to be quadratic. Also the requirements
on the exactness of the data approximation are less restrictive. Moreover, an ε-
enlargement of the operator Q, with ε → 0, can be used as an approximation of
Q, whereas in [33], [34] the approximating operators are supposed to be maximal
monotone.
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We do not consider here an adaptation of the general framework to special prob-
lems and algorithms: this will be the object of a forthcoming paper. The conditions
w.r.t. data approximation are mainly aimed at standard discretization techniques
for variational inequalities in mathematical physics and convex semi-infinite pro-
grams, and therefore, the problems of elasticity theory, fluid mechanics and control
problems with PDE present an appropriate field for such an adaptation (see [27],
[31], [32], [58], [60]).

The paper is organized as follows. In Section 2 the GPP-method is described
and general assumptions concerning Problem (P ) and the data approximation are
discussed. Section 3 contains some preliminary results and the proof of convergence
of the method. Conditions providing linear and superlinear convergence as well as
a sort of ”finite ” convergence (see Remark 5) are established in Section 4. An
extension of the main results, which admits the use of the ε-enlargement of the
operator Q, is reported in Section 5. In Appendix 1 we analyze the choice of a
regularizing functional which leads to a proximal-based modification of the elliptic
regularization method, and Appendix 2 contains an example showing how some
conditions w.r.t. successive approximation of Problem (P ) can be carried out.

2. Generalized proximal point method

We make use of the following basic assumption concerning Problem (P ).

Assumption 1. (i) D(Q) ∩K is a non-empty convex set and the operator

QK : y →
{ Q(y) if y ∈ K
∅ otherwise

is locally hemi-bounded at each point of D(Q) ∩K;
(ii) the operator Q+NK is maximal monotone, where

NK : y →
{ {z ∈ X ′ : 〈z, y − x〉 ≥ 0 ∀x ∈ K} if y ∈ K
∅ otherwise

is the normality operator for K;
(iii) Problem (P ) is solvable.

Assumptions 1(i), (ii) are, in fact, mild conditions which ensure the implication:

if x∗ ∈ K and ∀x ∈ K, ∃ q ∈ Q(x) : 〈q, x− x∗〉 ≥ 0, then x∗ solves (P )

(see Lemma 1 below). This implication is essential for the theoretical and numerical
analysis of variational inequalities.

The studied solution scheme includes successive approximations of K by a family
{Kk} of convex closed sets and of Q by a family {Qk} of monotone operators.

Let h : X → ĪR ≡ IR ∪ {+∞} be a convex functional, Gàteaux-differentiable on
the set K̂ ⊃ K ∪ (∪∞k=1K

k), K̂ ⊂ X.

The choice of {Kk}, {Qk} and h will be specified in Assumption 2 below.
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Using controlling sequences {δk} and {χk}, such that

(2.1) δk ≥ 0, lim
k→∞

δk = 0 and 0 < χk ≤ χ̄ < ∞,

the following generalized proximal point method is considered.

GPP-method: Let x1 ∈ K̂ be arbitrarily chosen and xk be known, solve

(Pk) find xk+1 ∈ Kk, qk(xk+1) ∈ Qk(xk+1) :

〈qk(xk+1) + χk(∇h(xk+1)−∇h(xk)), x− xk+1〉
≥ −δk‖x− xk+1‖ ∀x ∈ Kk.(2.2)

Remark 1. All the results of this paper remain true if we replace inequality (2.2)
in Problem (P k) by the inclusion

ek + qk(xk+1) + χk

(
∇h(xk+1)−∇h(xk)

)
∈ −NKk(xk+1)

with ek ∈ X ′, ‖ek‖X′ ≤ δk.
Indeed, the definition of the normality operator yields

〈ek + qk(xk+1) + χk

(
∇h(xk+1)−∇h(xk)

)
, x− xk+1〉 ≥ 0 ∀x ∈ Kk

and regarding ‖ek‖X′ ≤ δk, (2.2) follows immediately.
This inclusion (in case h(x) = 1

2‖x‖2, Kk ≡ K, Qk ≡ Q) was used in a series
of papers starting with [57]. For an analysis of different criteria in proximal-like
methods we refer to [20].

In the sequel we employ the following notations: X∗ is the solution set of Problem
(P ); for any x ∈ X∗ the set Λ̂(x) = {q ∈ Q(x) : 〈q, y − x〉 ≥ 0 ∀y ∈ K} is defined;
q∗(x) is an element of Λ̂(x); with any u,C, D from X (resp., from X ′) the distances

dist(u,D) = inf
w∈D

‖u− w‖, dist(C, D) = sup
u∈C

dist(u,D)

(resp., distX′(u,D) = infw∈D ‖u − w‖X′) are used; the symbol ”⇀” denotes weak
convergence in X or X ′.

Assumption 2. (i) h is a convex functional on X and the mapping ∇h is
Lipschitz continuous on K̂ with a Lipschitz constant lh;

(ii) for each k it holds Kk ∩D(Qk) 6= ∅ and

〈qk(x)− qk(y), x− y〉 ≥ 〈B(x− y), x− y〉
∀x, y ∈ Kk ∩D(Qk), ∀qk(·) ∈ Qk(·),

where B : X → X ′ is a given linear continuous and monotone operator with
the symmetry property 〈Bx, y〉 = 〈By, x〉;

(iii) with given constants χ̃ > 0, m > 0, the inequality
1
2
χ̃〈B(x− y), x− y〉+ h(x)− h(y)− 〈∇h(y), x− y〉 ≥ m‖x− y‖2

is valid for all x, y ∈ K̂, and χ̄ is chosen in (2.1) such that 2χ̄χ̃ < 1;
(iv) for all k, the operators Qk +NKk + χk∇h are maximal monotone;
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(v) for each w ∈ D(Q) ∩ K, there exist a sequence {wk}, wk ∈ D(Qk) ∩ Kk,
and a compact set Λ(w) ⊂ Q(w) such that

wk ⇀ w as k →∞, lim
k→∞

inf
ζ∈Qk(wk)

distX′(ζ, Λ(w)) = 0

(in general, Λ(w) depends on {wk});
(vi) with given non-negative constants c1, c2 and sequences {ϕk}, {σk}, satisfying

(2.3)
∞∑

k=1

ϕk

χk
< ∞,

∞∑

k=1

σk

χk
< ∞,

for some solution x∗ of Problem (P ) there exist sequences {wk}, wk ∈
D(Qk) ∩ Kk, and {qk(wk)}, qk(wk) ∈ Qk(wk), and an element q∗(x∗) ∈
Λ̂(x∗) such that

(2.4) ‖wk − x∗‖ ≤ c1ϕk, ‖qk(wk)− q∗(x∗)‖X′ ≤ c2σk

holds for sufficiently large k;
(vii) with x∗, q∗(x∗) and {ϕk} as in (2-vi) and some constant c3 ≥ 0, for any

sequence {vk}, vk ∈ Kk ∩D(Qk), there exists a sequence {zk(vk)} ⊂ K such
that the relation

〈q∗(x∗), zk(vk)− vk〉 ≤ c3(‖vk − x∗‖2 + 1)ϕk

is valid;
(viii) each weak limit point of an arbitrary sequence {vk}, vk ∈ Kk ∩ D(Qk),

belongs to K ∩D(Q).

Referring to the separate conditions in Assumptions 1, 2 etc., we write (1-i),
(1-ii), ... and (2-i), (2-ii), ..., respectively.

Let us discuss some notions and conditions in Assumptions 1 and 2.
• Local hemi-boundedness of an operator M at a point x0 means: for each

x, x 6= x0, there exists a number t0(x0, x) > 0 such that the set
⋃

0<t≤t0(x0,x)

M(x0 + t(x− x0)) is bounded in X ′.

Throughout this paper we use a weakened notion of local hemi-boundedness:
the standard notion supposes boundedness of

⋃

0≤t≤t0(x0,x)

M(x0 + t(x− x0)).

The simple example M = NC , where C = {x ∈ IR2 : x2
1 + x2

2 ≤ 1}, shows
that this relaxation may be very essential.

• Due to the monotonicity of Qk, Assumption (2-ii) is evidently fulfilled with
B = 0 if Kk ∩ D(Qk) 6= ∅ ∀k. In case B = 0, according to (2-iii) the
functional h has to be strongly convex, which corresponds to the classical
proximal point method. But, if the operatorsQk possess a certain ”reserve of
monotonicity” (for instance, Qk is uniformly strong monotone on a subspace
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of X or on a space X with a weaker norm1), then the choice of an appropriate
operator B allows to weaken the mentioned requirement for h.
On this way, proximal methods with weak regularization and regularization
on a subspace have been developed for elliptic variational inequalities in [31],
[60] and for optimal control problems with PDE’s in [27], [32], [58].

• With Q a maximal monotone operator and K a convex closed set, the op-
erator Q+NK is maximal monotone if, for instance, intD(Q) ∩K 6= ∅ or,
equivalently, Q is locally bounded2 at some x ∈ K∩clD(Q) (see [55]). Under
(2-i), Assumption (2-iv) is valid if each operator Qk is maximal monotone
and locally bounded at some x ∈ Kk ∩ clD(Qk) or (regarding also (2-ii)) if
D(Qk) ⊃ Kk and Qk is hemicontinuous on Kk (this follows from the The-
orems 1 and 3 in [55]). Other conditions, ensuring (1-ii) and (2-iv), can be
derived from results about the maximality of the sum of two monotone op-
erators in [55], [4], [12]. Together with (2-ii) and (2-iii), Assumption (2-iv)
provides the solvability of the regularized problems (with δk = 0).

• Concerning the Assumptions (2-v) – (2-vii) on the successive data approxi-
mation, of course, one can suppose a Hausdorff-type convergence of Qk, Kk

to Q, K, respectively, and in this way the long list of conditions can be
shorten. But, from the numerical point of view this would be not realistic.
We intend to consider first of all variational inequalities in mathematical
physics and a certain approximation technique used for that class of prob-
lems.
The assumption (2-vii) is obviously fulfilled if Kk ⊂ K for all k. In Appen-
dix II an example is analyzed showing how the single-valued operators Qk,
observing (2-v), (2-vi), can be chosen. In this example Q is a multi-valued,
non-symmetric operator.

• For the convergence results described in Section 3 we don’t need to know
the values of the constants c1, c2. Only existence of these constants is essen-
tial. This is very important: In particular, using finite element methods for
solving problems in mathematical physics, the calculation of c1, c2 requires
certain estimates for x∗, whereas for a lot of these problems the existence of
c1, c2 follows from regularity results of the solutions.

The GPP-method can be considered as a particular case of the proximal auxiliary
problem method in [35]. However, in [35] the conditions on the successive data
approximation (Kk ⊂ K, and Qk ≡ Q or Qk is a single-valued operator) are much
more restrictive, and there are no results on the rate of convergence.

3. Convergence results

We start the study of convergence of the GPP-method with some preliminary
results.

Lemma 1. Let C ⊂ X be a convex closed set, the operators A0 : X → 2X′
, A0+NC

be maximal monotone and D(A0) ∩ C be a convex set. Moreover, assume that the

1of course, these properties of Qk depend mainly on Q
2i.e. Q maps some neighborhood of x into a bounded set.
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operator

AC : v →
{ A0(v) if v ∈ C
∅ otherwise

is locally hemi-bounded at each point v ∈ D(A0)∩C and that, for some u ∈ D(A0)∩
C and each v ∈ D(A0) ∩ C, there exists η(v) ∈ A0(v) satisfying

(3.1) 〈η(v), v − u〉 ≥ 0.

Then, with some η ∈ A0(u), the inequality

(3.2) 〈η, v − u〉 ≥ 0

holds for all v ∈ C.

Proof. In view of the maximal monotonicity of A0 and A0 +NC , the operators
A : v → A0(v)+I(v−u) andA1 = A+NC (with I : X → X ′ the canonical isometry)
are also maximal monotone. Moreover, they are strongly monotone. Therefore,
there exists w ∈ D(A0)∩C such that 0 ∈ A(w) +NC(w), and due to the definition
of the normality operator, this yields

(3.3) 〈η(w), v − w〉 ≥ 0 ∀v ∈ C,

with some η(w) ∈ A(w).
If w = u, then, of course, η(w) ∈ A0(w), hence, the conclusion of the lemma is
valid. Otherwise, we use the relation

(3.4) 〈η̄(v), v − u〉 ≥ 0 ∀v ∈ D(A0) ∩ C,

which follows from (3.1) taking η̄(v) = η(v) + I(v − u) ∈ A(v).
Let wλ = u + λ(w− u) for λ ∈ (0, 1]. Obviously, wλ ∈ D(A0)∩C, and according to
(3.4) there exists η̄(wλ) ∈ A(wλ) ensuring

〈η̄(wλ), w − u〉 ≥ 0.

Because the operator AC is locally hemi-bounded at u, the set {η̄(wλ) : λ ∈ (0, λ0]}
is bounded in V ′ for a sufficiently small λ0 > 0. Hence, if λ tends to 0 in an
appropriate manner, the corresponding sequence {η̄(wλ)} converges weakly in V ′
to some η̄. Taking into account that limλ→0 ‖wλ − u‖ = 0 and that A is maximal
monotone, one can conclude that η̄ ∈ A(u) and

0 ≤ lim〈η̄(wλ), w − u〉 = 〈η̄, w − u〉.
Combining this inequality and inequality (3.3) given with v = u, we obtain

〈η̄ − η(w), u− w〉 ≤ 0,

but that contradicts the strong monotonicity of A. ¤

Remark 2. Due to the Assumptions (2-ii), (2-iii), the convexity of Kk and relation
(2.1), the operators Qk +NKk +χk∇h are strongly monotone. Moreover, according
to (2-iv), they are maximal monotone. Hence, for each k, Problem (P k) with δk = 0
is uniquely solvable.
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With x∗ ∈ X∗ as in (2-vi), define

Γ(x∗, x) = χ̃〈B(x− x∗), x− x∗〉
+h(x∗)− h(x)− 〈∇h(x), x∗ − x〉.(3.5)

The function Γ plays the role of a Ljapunov function in the further analysis.

Lemma 2. Let the Assumptions (1-iii), (2-i) - (2-iv), (2-vi), (2-vii) and relation
(2.1) be fulfilled. Moreover, let

∑∞
k=1

δk
χk

< ∞.

Then the sequence {xk}, generated by the GPP-method is bounded, limk→∞ ‖xk+1−
xk‖ = 0 and the sequence {Γ(x∗, xk)} converges.

Proof. In the sequel we make use of the following inequalities, which are valid
for arbitrary a, b, x ∈ X, p ∈ X ′ and a number ν > 0:

(3.6) 〈p, a〉 ≤ 1
2ν
‖p‖2

X′ +
ν

2
‖a‖2,

(3.7) 〈B(a− b), a− b〉 ≤ (1 + ν)〈B(a− x), a− x〉+
1 + ν

ν
〈B(b− x), b− x〉.

For a fixed k, assuming that wk and qk(wk) satisfy (2.4) and

(3.8) ϕk < 1, σk < 1, δk < 1 and
c3ϕk + σk/2 + δk

χkm
< 1,

we estimate
Γ(x∗, xk+1)− Γ(x∗, xk) = s1 + χ−1

k s2 + s3 + s4,

with

s1 = h(xk)− h(xk+1) + 〈∇h(xk), xk+1 − xk〉,
s2 = χk〈∇h(xk)−∇h(xk+1), wk − xk+1〉,
s3 = 〈∇h(xk)−∇h(xk+1), x∗ − wk〉
s4 = χ̃〈B(xk+1 − x∗), xk+1 − x∗〉 − χ̃〈B(xk − x∗), xk − x∗〉.

From the definition of xk+1 and the inclusion wk ∈ Kk, the inequality

〈qk(xk+1) + χk(∇h(xk+1)−∇h(xk)), wk − xk+1〉 ≥ −δk‖wk − xk+1‖
follows immediately. Together with (2-ii) and (3.7) this yields

s2 ≤ 〈qk(xk+1), wk − xk+1〉+ δk‖wk − xk+1‖
≤ 〈qk(wk), wk − xk+1〉 − 〈B(wk − xk+1), wk − xk+1〉+ δk‖wk − xk+1‖
≤ 〈qk(wk), wk − xk+1〉 − 1

1 + ν
〈B(xk+1 − x∗), xk+1 − x∗〉

+
1
ν
〈B(wk − x∗), wk − x∗〉+ δk‖wk − xk+1‖,

with an arbitrary ν > 0. Taking ν = ν̂ = (2χ̃χ̄)−1 − 1 and zk+1 = zk+1(xk+1),
where zk+1(xk+1) corresponds to (2-vii), one can continue:

s2 ≤ 〈qk(wk)− q∗(x∗), wk − x∗〉+ 〈qk(wk)− q∗(x∗), x∗ − xk+1〉
+ 〈q∗(x∗), wk − x∗〉+ 〈q∗(x∗), zk+1 − xk+1〉
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+ 〈q∗(x∗), x∗ − zk+1〉 − 2χ̃χ̄〈B(xk+1 − x∗), xk+1 − x∗〉
+

1
ν̂
〈B(wk − x∗), wk − x∗〉+ δk‖wk − xk+1‖.(3.9)

But, applying inequality (3.6), we obtain for the third term in (3.9):

〈qk(wk)− q∗(x∗), x∗ − xk+1〉 ≤ 1
2θk

‖qk(wk)− q∗(x∗)‖2
X′ +

θk

2
‖x∗ − xk+1‖2,

with an arbitrary θk > 0, and for the last term in (3.9):

δk‖wk − xk+1‖ ≤ δk‖wk − x∗‖+ δk‖xk+1 − x∗‖
≤ δk‖wk − x∗‖+ δk

[
1
4

+ ‖x∗ − xk+1‖2

]
.

By the definition of x∗,
〈q∗(x∗), x∗ − zk+1〉 ≤ 0

is valid, and after simple calculations one gets

(3.10) s2 ≤ ŝ2 − 2χ̃χ̄〈B(xk+1 − x∗), xk+1 − x∗〉,
where

ŝ2 = ‖qk(wk)− q∗(x∗)‖X′‖wk − x∗‖+ ‖q∗(x∗)‖X′‖wk − x∗‖
+ 〈q∗(x∗), zk+1 − xk+1〉+

‖B‖
ν̂
‖wk − x∗‖2 + δk‖wk − x∗‖

+
1

2θk
‖qk(wk)− q∗(x∗)‖2

X′ +
θk

2
‖x∗ − xk+1‖2

+ δk

[
1
4

+ ‖x∗ − xk+1‖2

]
.(3.11)

Taking into account that 0 < χk ≤ χ̄, from (3.10) we have

χ−1
k s2 + s4

≤ χ−1
k ŝ2 − 2χ−1

k χ̃χ̄〈B(xk+1 − x∗), xk+1 − x∗〉
+ χ̃〈B(xk+1 − x∗), xk+1 − x∗〉 − χ̃〈B(xk − x∗), xk − x∗〉
≤ χ−1

k ŝ2 − χ̃
[
〈B(xk+1 − x∗), xk+1 − x∗〉+ 〈B(xk − x∗), xk − x∗〉

]

and (3.7) with ν = 1, a = xk+1, b = xk and x = x∗ yields

(3.12) χ−1
k s2 + s4 ≤ χ−1

k ŝ2 − χ̃

2
〈B(xk+1 − xk), xk+1 − xk〉.

Together with (2-iii) this provides

s1 + χ−1
k s2 + s4 ≤ χ−1

k ŝ2 −m‖xk+1 − xk‖2.

At the same time, for s3 we obtain from (2-i) and (3.6) (given with ν = m−1l2hϕ−1
k )

that

(3.13) s3 ≤ m

2
ϕk‖xk+1 − xk‖2 +

m−1

2
l2hϕ−1

k ‖x∗ − wk‖2,
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hence,

s1 + χ−1
k s2 + s3 + s4 ≤ χ−1

k ŝ2

+
(m

2
ϕk −m

)
‖xk+1 − xk‖2 +

m−1

2
l2hϕ−1

k ‖x∗ − wk‖2.(3.14)

If σk > 0, then due to (2-vi), (2-vii) and

ϕk < 1, σk < 1, δk < 1, 0 < χk ≤ χ̄,

the relations (3.11) (taken with θk = σk) and (3.14) lead to

s1 + χ−1
k s2 + s3 + s4 ≤ χ−1

k [d1ϕk + d2σk + d3δk]

+ χ−1
k [c3ϕk + σk/2 + δk]‖x∗ − xk+1‖2 − m

2
‖xk+1 − xk‖2,(3.15)

where

d1 = c1

[
c2 + ‖q∗(x∗)‖X′ + ‖B‖c1

ν̂
+ 1 +

l2hχ̄

2m
c1

]
+ c3,

d2 =
1
2
c2
2, d3 = c1 +

1
4

and ν̂ = (2χ̃χ̄)−1 − 1.

In case σk = 0, estimate (3.15) is also true because (2.4) ensures that

〈qk(wk)− q∗(x∗), x∗ − xk+1〉 = 0.

Now, using the inequality

(3.16) ‖xk+1 − x∗‖2 ≤ 1
m

Γ(x∗, xk+1),

which follows immediately from (2-iii), we derive from (3.15), (3.8) that
(

1− c3ϕk + σk/2 + δk

χkm

)
Γ(x∗, xk+1)− Γ(x∗, xk)

≤ d1ϕk + d2σk + d3δk

χk
− m

2
‖xk+1 − xk‖2,(3.17)

hence,

Γ(x∗, xk+1) ≤
(

1− c3ϕk + σk/2 + δk

χkm

)−1

Γ(x∗, xk)

+
(

1− c3ϕk + σk/2 + δk

χkm

)−1 d1ϕk + d2σk + d3δk

χk
.

In view of
(

1− c3ϕk + σk/2 + δk

mχk

)−1

= 1 +
χ−1

k (c3ϕk + σk/2 + δk)
m− χ−1

k (c3ϕk + σk/2 + δk)

and the conditions (2.1),(2.3) and
∑∞

k=1
δk
χk

< ∞, Lemma 2.2.2 in [53] permits to
conclude that the sequence {Γ(x∗, xk)} converges. Taking into account (3.16), this
provides the boundedness of {xk}, and (3.17) yields limk→∞ ‖xk+1 − xk‖ = 0. ¤
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Remark 3. Let the conditions of Lemma 2 be fulfilled and (2.4),(3.8) be valid for
each k. If we are able to estimate ‖x∗−x1‖ and the constants d1, d2, d3 and c3 from
above, then there is no problem to calculate from (3.16) and (3.17) a radius r such
that

{xk} ⊂ {x ∈ X : ‖x− x∗‖ ≤ r}.
The key for such an estimation is: if

0 ≤ ti+1 ≤ (1 + γi)ti + βi

holds for each i and γi ≥ 0, βi ≥ 0, then a simple induction yields

ti ≤ (t1 +
i−1∑

j=1

βj)
i−1∏

j=1

(1 + γj).

In the particular case that Qk ≡ Q and Kk ⊃ K ∀k, one can take d1 = c3, d2 = 0
and d3 = 1/4.

Lemma 3. Let the Assumptions (1-i), (1-ii), (2-i), (2-ii), (2-v) and (2-viii) be
fulfilled. Moreover, suppose that the sequence {xk} generated by the GPP-method is
bounded and limk→∞ ‖xk+1 − xk‖ = 0.
Then each weak limit point of {xk} is a solution of Problem (P ).

Proof. Let x̄ be an arbitrary weak limit point of {xk} and assume that {xk}k∈K

converges weakly to x̄. Due to (2-viii), x̄ belongs to K ∩D(Q), and

lim
k→∞

‖xk+1 − xk‖ = 0 yields xk+1 ⇀ x̄

if k ∈ K, k →∞.
According to (2-v), for each y ∈ D(Q)∩K one can choose the subsequences K′ ⊂ K

and {yk}k∈K′ , y
k ∈ D(Qk) ∩Kk, such that yk ⇀ y for k ∈ K′, k →∞ and

(3.18) lim
k∈K′

‖qk(yk)− q(y)‖X′ = 0

holds true with some qk(yk) ∈ Qk(yk) and q(y) ∈ Λ(y) ⊂ Q(y) (for Λ(y) see (2-v)).
By definition of xk+1, for k ∈ K′ and suitably chosen qk(xk+1) ∈ Qk(xk+1) the
inequality

〈qk(xk+1) + χk(∇h(xk+1)−∇h(xk)), yk − xk+1〉 ≥ −δk‖yk − xk+1‖
is valid, and the monotonicity of Qk yields

(3.19) 〈qk(yk) + χk(∇h(xk+1)−∇h(xk)), yk − xk+1〉 ≥ −δk‖yk − xk+1‖.
From the properties

yk ⇀ y, xk+1 ⇀ x̄ (k ∈ K′), lim
k→∞

‖xk+1 − xk‖ = 0,

Assumption (2-i) and relations (2.1), (3.18), passing to the limit in (3.19) for k ∈ K′,
we obtain

〈q(y), y − x̄〉 ≥ 0.

Together with Assumptions (1-i), (1-ii) this permits to apply Lemma 1, which
ensures that, for some q(x̄) ∈ Q(x̄), the inequality

〈q(x̄), y − x̄〉 ≥ 0 ∀y ∈ K
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is valid, hence x̄ ∈ X∗. ¤

Theorem 1. Let the Assumptions 1 and 2 be fulfilled and
∑∞

k=1
δk
χk

< ∞. Then the
following conclusions are true:

(i) Problem (P k) is solvable for each k, the sequence {xk} generated by the
GPP-method is bounded, and each weak limit point of {xk} is a solution of
Problem (P );

(ii) if, in addition, (2-vi), (2-vii) are valid for each x ∈ X∗ (c1, c2, c3 and
{zk(vk)} may depend on x) and

(3.20) pk ⇀ p in X, pk ∈ Kk =⇒ ∇h(pk) ⇀ ∇h(p) in X ′,

then the whole sequence {xk} converges weakly to a solution x∗ of Problem
(P );

(iii) if, moreover,

(3.21) lim
k→∞

h(xk) = h(x∗)

holds with x∗ as in (ii), then {xk} converges strongly to x∗.

Proof. Conclusion (i) follows immediately from the Lemmata 2, 3 and Remark
1. To prove (ii), suppose that {xk}k∈K1 , {xk}k∈K2 are two subsequences converging
weakly to x̄, x̃, respectively. Then, according to (i), x̄, x̃ belong to X∗, and because
(2-vi), (2-vii) are valid for each x ∈ X∗, Lemma 2 ensures that the sequences
{Γ(x̄, xk)}k∈IN , {Γ(x̃, xk)}k∈IN are convergent.
Due to x̄ ∈ X∗, the symmetry of the operator B (Assumption (2-ii)) and (2-iii), we
obtain for x ∈ K̂

Γ(x̄, x)− Γ(x̃, x)
= (h(x̄)− h(x̃)− 〈∇h(x̃), x̄− x̃〉) + 〈∇h(x̃)−∇h(x), x̄− x̃〉
+ χ̃〈B(x̄− x̃), x̄− x̃〉+ 2χ̃〈B(x̄− x̃), x̃− x〉
≥ m‖x̄− x̃‖2 + 〈∇h(x̃)−∇h(x), x̄− x̃〉
+ 2χ̃〈B(x̄− x̃), x̃− x〉.(3.22)

Inserting x = xk in (3.22) and passing to the limit for k ∈ K2, one can infer from
(3.20) that

γ̄ − γ̃ ≥ m‖x̄− x̃‖2,

where γ̄ = limk→∞ Γ(x̄, xk), γ̃ = limk→∞ Γ(x̃, xk).
Obviously, in the same way the ”symmetric” inequality

γ̃ − γ̄ ≥ m‖x̄− x̃‖2

can be concluded, and therefore x̄ = x̃ is valid, proving the uniqueness of the weak
limit point for {xk}.
Denote this limit point by x∗. With {wk}, {qk(wk)} and q∗(x∗) chosen according to
(2-vi), and qk(xk+1) as in Problem (P k), Assumption (2-ii) yields

〈B(xk+1 − x∗), xk+1 − x∗〉
= 〈B(xk+1 − wk), xk+1 − wk〉 − 〈B(x∗ − wk), xk+1 − x∗〉
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− 〈B(xk+1 − wk), x∗ − wk〉
≤ 〈qk(xk+1)− qk(wk), xk+1 − wk〉 − 〈B(xk+1 − x∗), x∗ − wk〉
− 〈B(xk+1 − wk), x∗ − wk〉.(3.23)

To estimate the term 〈qk(xk+1), xk+1 − wk〉, we use Problem (P k). Together with
(3.23) this gives

〈B(xk+1 − x∗), xk+1 − x∗〉
≤ 〈qk(wk)− q∗(x∗), wk − xk+1〉
+ 〈q∗(x∗), wk − x∗〉+ 〈q∗(x∗), x∗ − xk+1〉
+ χk〈∇h(xk+1)−∇h(xk), wk − xk+1〉
+ 〈Bx∗ + Bwk − 2Bxk+1, x∗ − wk〉+ δk‖wk − xk+1‖.(3.24)

Now, due to (2.1), (2-i), (2-ii) and (2-vi) and taking into account that xk ⇀
x∗, ‖xk − xk+1‖ → 0, the relation

(3.25) lim
k→∞

〈B(xk+1 − x∗), xk+1 − x∗〉 = 0

can be easily deduced from (3.24). If, additionally, (3.21) is valid, then using (2-iii)
with x = xk+1, y = x∗, the relations (3.21) and (3.25) permit to conclude that
limk→∞ ‖xk − x∗‖ = 0. ¤

From (3.25) it follows immediately that the strong convergence of xk to x∗ is also
guaranteed if (3.21) is replaced by the condition that there exists a symmetric linear
compact operator B1 : X → X ′ such that the sum B + B1 is positive definite.

Remark 4. Theorem 1 remains true if we replace (3.20) by the following weaker
assumption:

pk ⊂ Kk, rk ⊂ Kk, pk ⇀ p, rk ⇀ r, p 6= r

imply
limk→∞

∣∣∣〈∇h(pk) + 2χ̃Bpk −∇h(rk)− 2χ̃Brk, p− r〉
∣∣∣ > 0.

Now, let Q0 : X → X ′ be a single-valued monotone operator and f : X → ĪR be
a proper convex lsc functional. The suggested scheme can be directly extended to
the variational inequality

(P̃) find x∗ ∈ X such that

〈Q0(x∗), x− x∗〉+ f(x)− f(x∗) ≥ 0 ∀x ∈ X

by means of the following reformulation of (P̃ ):

find x∗ ∈ domf such that

∃ g ∈ ∂f(x∗) : 〈Q0(x∗) + g, x− x∗〉 ≥ 0 ∀x ∈ domf.

However, assuming that Q0 is Lipschitz-continuous on D(Q0), one can deduce more
convenient requirements for the data approximation if we deal with the original
form of Problem (P̃ ) and modify the GGP-method as follows:

(P̃k) find xk+1 ∈ X such that
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〈Q0(xk+1) + χk

(
∇h(xk+1)−∇h(xk)

)
, x− xk+1〉

+ fk(x)− fk(xk+1) ≥ −δk‖x− xk+1‖ ∀x ∈ X

(here fk is a convex lsc approximation of f).
In that case the statement of Theorem 1 remains true (with minor alterations in
the proofs), replacing (2-ii), (2-v) and (2-vi), correspondingly, by:

• (2-ii)∗: for each k and the operator B as in (2-ii) it holds D(Q0)∩D(∂fk) 6= ∅
and

〈Q0(x)−Q0(y), x− y〉
+fk(x)− fk(y)− 〈gk(y), x− y〉 ≥ 〈B(x− y), x− y〉

∀x, y ∈ D(Q0) ∩D(∂fk), ∀gk(y) ∈ ∂fk(y);

• (2-v)∗: fk ≥ f , and for each w ∈ D(Q0) ∩ domf there exists a sequence
{wk}, wk ∈ D(Q0) ∩ domfk such that

lim
k→∞

‖wk − w‖ = 0 and lim
k→∞

fk(wk) = f(w);

• (2-vi)∗: with given positive constants c1, c2 and non-negative sequences
{ϕk}, {σk} satisfying (2.3), for some solution x∗ of Problem (P̃ ) there exists
a sequence {wk}, wk ∈ D(Q0) ∩ domfk such that

‖wk − x∗‖ ≤ c1ϕk and fk(wk)− f(x∗) ≤ c2σk.

• Moreover, the Assumptions (2-vii) and (2-viii) are skipped in this case.

4. Rate of convergence

Now, we consider the partial case of GPP-method with h(x) = 1
2‖x‖2. This

corresponds to the usual proximal point method coupled with a successive approx-
imation of the operator Q and the set K. Taking in that case B = 0, Assumptions
(2-ii) and (2-iii) are automatically fulfilled with m = 1/2 and with an arbitrary
χ̃ ∈ (0, 1/2χ̄).

Throughout this section we suppose that the Assumptions 1 and 2 in Section 2
hold true,

∑∞
k=1

δk
χk

< ∞ and that x1 ∈ K̂ is fixed. Then, according to Lemma 2,
the sequence {xk} generated by the GPP-method is bounded. Let r be chosen such
that {xk} ⊂ Sr. From statement (i) of Theorem 1 and the weak closedness of Sr it
follows that X∗ ∩ Sr 6= ∅.

Denote G = D(Q) ∩K ∩ Sr, Gk = D(Qk) ∩Kk ∩ Sr.

Assumption 3. (i) supx∈G supq∈Q(x) ‖q‖X′ ≤ c4 < ∞;
(ii) given the constants c5 and c6, for each triplet k, yk ∈ Gk, qk ∈ Qk(yk) there

exist vk ∈ G and q(vk) ∈ Q(vk) such that

(4.1) ‖yk − vk‖ ≤ c5ϕk, ‖qk − q(vk)‖ ≤ c6σk,

with ϕk, σk as in (2-vi);
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(iii) for each k and each x∗ ∈ X∗ ∩ Sr, there exists wk ∈ D(Qk) ∩Kk such that

(4.2) ‖wk − x∗‖ ≤ c7ϕk.

Assumption (3-ii) is evidently fulfilled with c5 = c6 = 0 in the case that Qk ≡ Q
and Kk ⊂ K ∀k. If, moreover, Kk ≡ K ∀k, then (3-i), (3-iii) are superfluous for
the further consideration.

Let δ ∈ (0, 2r) and l > 0 be fixed, and denote

Xδ = {x ∈ G : dist(x,X∗ ∩ Sr) ≤ δ}.
Assumption 4. For each x ∈ Xδ and each q ∈ Q(x) the inequality

(4.3) inf
v∈X∗∩Sr

〈q, x− v〉 ≥ d0‖x− x∗(x)‖l

holds, with x∗(x) = arg minw∈X∗∩Sr ‖x− w‖ and d0 a positive constant.

Lemma 4. Let Assumption 4 be fulfilled. Then, for each x ∈ G and each q ∈ Q(x)
the inequality

(4.4) inf
v∈X∗∩Sr

〈q, x− v〉 ≥ d‖x− x∗(x)‖l

is true with d =
(

δ
2r

)l
d0.

Proof. Consider the nontrivial case that G\Xδ 6= ∅, and let x ∈ G\Xδ, v ∈ X∗∩Sr

be chosen arbitrarily. Due to the convexity of D(Q) ∩K, the set {λx + (1 − λ)v :
0 < λ < 1} belongs to D(Q) ∩K ∩ intSr. Thus, there exists λ̄ = λ(x, v) ∈ (0, 1)
such that x̃ = λ̄x + (1 − λ̄)v ∈ ∂Xδ (∂Xδ is the boundary of Xδ). Obviously,
x̃ − v = λ̄(x − v), 1−λ̄

λ̄
(x̃ − v) = x − x̃, and in view of the monotonicity of Q, we

obtain
1− λ̄

λ̄
〈q(x)− q(x̃), x̃− v〉 = 〈q(x)− q(x̃), x− x̃〉 ≥ 0

for any q(x) ∈ Q(x), q(x̃) ∈ Q(x̃).
Hence, Assumption 4 yields

〈q(x), x̃− v〉 ≥ 〈q(x̃), x̃− v〉 ≥ d0‖x̃− x∗(x̃)‖l,

and
〈q(x), x− v〉 ≥ d0

λ̄
‖x̃− x∗(x̃)‖l > d0‖x̃− x∗(x̃)‖l.

But ‖x̃− x∗(x̃)‖ = δ and ‖x− x∗(x)‖ ≤ 2r, therefore

〈q(x), x− v〉 >

(
δ

2r

)l

d0‖x− x∗(x)‖l.

Because v is an arbitrary point in X∗ ∩ Sr, this leads to (4.4). But if x ∈ Xδ, then
(4.4) follows immediately from (4.3) and δ < 2r. ¤

Let be

c8 ≥ 2max{c4(c5 + c7) + 4drc5 + 2rχ̄c7, 2r + c7, c6(2r + c7)}
and

c9 ≥ 2
d

max{c6(2r + c7), 2r + c7, 2rc7χ̄ + c4(c5 + c7) + dc5},
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and denote ρk = dist(xk, X∗ ∩ Sr).

Theorem 2. Let the Assumptions 1, 2 and 3 be fulfilled and

(4.5) ϕk < 1 ∀k,
∞∑

k=1

δk

χk
< ∞.

(i) If Assumption 4 with l = 2 is valid as well as

(4.6) c8

(
ϕk + σk + δk

χk

)
≤

[(
1 +

2d

χk

)1/2

− 1

]
k−1∏

i=1

(
1 +

2d

χi

)−1/2

ρ2
1 ∀k,

then for each k

(4.7) ρ2
k ≤

k−1∏

i=1

(
1 +

2d

χi

)−1/2

ρ2
1.

(ii) If Assumption 4 with l = 1 is valid, then there exists k0 such that

(4.8) ρk+1 ≤ c9(ϕk + σk + δk)

holds true for k ≥ k0.

Proof. Here we often use, without a special reminder, that certain points belong
to Sr. The symbol (·, ·) denotes the inner product in X.

For each k, take vk+1 ∈ G, q(vk+1) ∈ Q(vk+1) and wk ∈ Kk ∩D(Qk) such that

(4.9) ‖xk+1 − vk+1‖ ≤ c5ϕk, ‖qk(xk+1)− q(vk+1)‖ ≤ c6σk

and

(4.10) ‖wk − x∗(xk)‖ ≤ c7ϕk,

with qk(xk+1) as in Problem (P k). This is possible due to the Assumptions (3-ii)
and (3-iii).

Using the definition of xk+1 and (4.10), we obtain

‖xk+1 − x∗(xk)‖2 − ‖xk − x∗(xk)‖2

= ‖xk+1 − wk‖2 − ‖xk − wk‖2 + 2(wk − x∗(xk), xk+1 − xk)

≤ 4rc7ϕk − ‖xk+1 − xk‖2 + 2(xk+1 − xk, xk+1 − wk)

≤ 4rc7ϕk − ‖xk+1 − xk‖2 +
2
χk
〈qk(xk+1), wk − xk+1〉+

2δk

χk
‖wk − xk+1‖

≤ −‖xk+1 − xk‖2 +
2
χk
〈qk(xk+1), wk − xk+1〉+ 4rc7χ̄

ϕk

χk
+ 2(2r + c7)

δk

χk
.

(4.11)

But, regarding that ϕk < 1,

〈qk(xk+1), wk − xk+1〉
= 〈qk(xk+1)− q(vk+1), wk − xk+1〉+ 〈q(vk+1), wk − x∗(xk)〉
+ 〈q(vk+1), x∗(xk)− vk+1〉+ 〈q(vk+1), vk+1 − xk+1〉
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≤ c6(2r + c7)σk + c4(c5 + c7)ϕk + 〈q(vk+1), x∗(xk)− vk+1〉.(4.12)

Due to Assumption 4 and Lemma 4,

(4.13) 〈q(vk+1), x∗(xk)− vk+1〉 ≤ −d‖vk+1 − x∗(vk+1)‖l,

and together with (4.12) this yields

〈qk(xk+1), wk − xk+1〉
≤ −d‖vk+1 − x∗(vk+1)‖l + c6(2r + c7)σk + c4(c5 + c7)ϕk.(4.14)

Now, we prove statement (i), taking l = 2 in (4.14). In this case, in view of

‖vk+1 − x∗(vk+1)‖2 ≥ ‖xk+1 − x∗(vk+1)‖2 − 4rc5ϕk,

inequality (4.14) gives

〈qk(xk+1), wk − xk+1〉 ≤ −d‖xk+1 − x∗(vk+1)‖2

+c6(2r + c7)σk + [c4(c5 + c7) + 4drc5]ϕk.(4.15)

Inserting (4.15) into (4.11), we obtain

‖xk+1 − x∗(xk)‖2 − ‖xk − x∗(xk)‖2

≤ −2d

χk
‖xk+1 − x∗(vk+1)‖2 + c8

(
ϕk + σk + δk

χk

)
.(4.16)

Hence,

(4.17)
(

1 +
2d

χk

)
ρ2

k+1 − ρ2
k ≤ c8

(
ϕk + σk + δk

χk

)
,

and a straightforward induction yields estimate (4.7).

To prove statement (ii), which corresponds to l = 1 in Assumption 4 and in
(4.14), we obtain from (4.14) and the inequality

‖vk+1 − x∗(vk+1)‖ ≥ ‖xk+1 − x∗(vk+1)‖ − c5ϕk

that

〈qk(xk+1), wk − xk+1〉
≤ −d‖xk+1 − x∗(vk+1)‖+ c6(2r + c7)σk + [c4(c5 + c7) + dc5]ϕk,

and together with (4.11) this provides

‖xk+1 − x∗(xk)‖2 − ‖xk − x∗(xk)‖2

≤ −‖xk+1 − xk‖2 − 2d

χk
‖xk+1 − x∗(vk+1)‖+ dc9

(
ϕk + σk + δk

χk

)
.(4.18)

Thus,
2d

χk
‖xk+1 − x∗(vk+1)‖

≤ ‖xk − x∗(xk+1)‖2 − ‖xk+1 − x∗(xk+1)‖2 − ‖xk+1 − xk‖2

+ dc9

(
ϕk + σk + δk

χk

)
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≤ 2‖xk − xk+1‖ · ‖xk+1 − x∗(xk+1)‖+ dc9

(
ϕk + σk + δk

χk

)
.(4.19)

But, from Lemma 2, limk→∞ ‖xk+1 − xk‖ = 0 holds, therefore, there exists k0 such
that

‖xk+1 − xk‖ ≤ d

2χ̄
is valid for k ≥ k0,

and (4.19) leads to
d

χk
ρk+1 ≤ dc9

ϕk + σk + δk

χk
,

proving (4.8). ¤

Remark 5. Estimate (4.7) shows linear convergence of {xk} to X∗ with the factor(
1 + 2dχ̄−1

)−1/4, and the convergence is superlinear if χk → 0. If Assumption
(2-v) is valid with wk → 0 (instead of wk ⇀ 0), then combining the proofs of
Theorem 2 above and Theorem 15.3 in [30], one can establish linear convergence of
the iterates to an element x ∈ X∗. But in that case the conditions for the choice of
the controlling parameters will be harder.
Estimate (4.8) means, in particular, that in the ”ideal” situation (without data
approximation and with performing exact proximal iterations) a solution of Problem
(P ) can be obtained in a finite number of steps.
For a comparison of Assumption 4 with related conditions in [57], [47] see [34].

5. The use of the ε-enlargement of the operator Q
For given ε ≥ 0, the ε-enlargement of the operator Q is defined as follows [13]:

(5.1) Qε(z) = {w ∈ X ′ : 〈w − v, z − x〉 ≥ −ε ∀x ∈ D(Q), ∀v ∈ Q(x)}.
Obviously, Qε ⊃ Q ∀ε > 0, and Qε possesses, in general, better continuity properties
than Q.

An extension of the GPP-method with Qk ≡ Qεk
requires only the following

modifications in some conditions of Assumption 2:
• (2-ii)’: for each k, it holds Kk ∩D(Q) 6= ∅ and

〈qk(y)− q(x), y − x〉 ≥ 〈B(y − x), y − x〉 − aεk,

∀y ∈ Kk ∩D(Qεk
), ∀x ∈ Kk ∩D(Q),

∀qk(y) ∈ Qεk
(y), ∀q(x) ∈ Q(x),(5.2)

where a > 0 and B is a linear continuous, symmetric and monotone operator;
• (2-iv)’: for all k, the operators Q + NKk + χk∇h are maximal monotone

and strongly monotone;
• (2-v)’, (2-vi)’ are obtained substituting Q for Qk in (2-v), (2-vi).

If the operator Q−B is monotone, then a quite similar modification of Assumption
2 (replace Qεk

by Qk
1 in (2-ii)’) permits to consider the GPP-method, where

Qk = (Q− B)εk
+ B ≡ Qk

1
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is chosen. Moreover, (2-ii)’ is valid for these operators if Kk ∩D(Q) 6= ∅ ∀k.
It should be noted that the operators Qεk

and Qk
1 are, in general, not monotone,

and that the inclusions
Qεk

(x) ⊃ Qk
1(x) ⊃ Q(x)

hold true for any x ∈ X.

In the both cases mentioned, all the statements remain true if the condition
∞∑

k=1

εk

χk
< ∞

is inserted in Lemma 2 and in the Theorems 1, 2, whereas in Lemma 3 εk → 0 is
required.

The alterations in the proofs are rather straightforward:
◦ the solvability of Problem (P k) follows from (2-iv)’ and from the inclusion
Qεk

(x) ⊃ Q(x) or Qk
1(x) ⊃ Q(x);

◦ everywhere qk(wk) is replaced by q(wk);
◦ in Lemma 3, yk ∈ D(Q) ∩Kk has to be chosen;
◦ the definition of Qεk

or Qk
1 is used instead of the monotonicity of the ”old”

Qk;
◦ Assumptions (2-ii)’, (2-v)’ and (2-vi)’ are used instead of (2-ii), (2-v) and

(2-vi), respectively.
Concerning the concept of the ε-enlargement of a maximal monotone operator, see
[13], [14]. In particular, operators Qεk

possess the Brøndsted-Rockafellar property
([13], Theorem 3.7), which can be useful to verify Assumption (3-ii).

Obviously, (5.1) provides (5.2) with B = 0. Let us give an example illustrating
the fulfillment of (5.2) with a non-trivial operator B.

Example 1. Let X ′ = X, T : X → X be a linear continuous, symmetric and
monotone operator, T X = X1 and

(5.3) ∃m > 0 : (T x, x) ≥ m‖x‖2 ∀x ∈ X1.

According to the definition of the ε-enlargement,

Tε(z) = {w ∈ X : (w − T x, z − x) ≥ −ε ∀x ∈ X},
and Corollary 3.8 in [14] yields Tε(z) ⊂ X1.
Minimizing (w − T x, z − x) w.r.t. x, we obtain x̄ = 1

2

(
T̃ −1w + T̃ −1T z

)
, where

T̃ = T |X1 . With this minimizer x̄ one gets

(w − T x̄, z − x̄) =
1
4

(
w − T z, T̃ −1(T z − w)

)
.

Thus, due to the definition of Tε, the element w has to satisfy
(
T̃ −1(w − T z), T z − w

)
≥ −4ε.
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Taking w0 = w − T z, we obtain for all x ∈ X

(w − T x, z − x) =
1
2

(T z − T x, z − x)

+
1
2

(
T z + w0 − T x, z + T̃ −1w0 − x

)
− 1

2

(
w0, T̃ −1w0

)

≥ 1
2

(T z − T x, z − x)− 2ε.

Hence, in the case of Q = T , relation (5.2) is valid with B = 1
2T (or B : x →

m
2 Px, P : X → X1 the orthoprojector) and a = 2.

But, as distinct from the operator Qk
1, it is not clear whether the relation (5.2)

(even though relaxed by inserting a coefficient c ∈ (0, 1) in the term 〈B(y−x), y−x〉)
holds for an arbitrary nonlinear operator Q satisfying in D(Q)

〈q(y)− q(x), y − x〉 ≥ 〈B(y − x), y − x〉 ∀q(·) ∈ Q(·).
Nevertheless, if Q is the subdifferential of a convex function f : X → ĪR and

(5.4) f(y)− f(x)− 〈q(x), y − x〉 ≥ 〈B(y − x), y − x〉
holds for all q(x) ∈ Q(x), x ∈ Kk ∩D(Q), y ∈ Kk ∩ domf , then (5.2) is true with
the ε-subdifferential ∂εk

f in place of Qεk
(let us remind that ∂εk

f ⊂ (∂f)εk
and the

inclusion may be a strict one [13]).
Indeed, D(∂εk

f) = domf is valid for ε > 0 (cf. [22]), and (5.2) follows immediately
from (5.4) and the inequality

f(x)− f(y)− 〈qε(y), x− y〉 ≥ −ε ∀qε(y) ∈ ∂εf(y),∀x ∈ X, ∀y ∈ domf

(considered with ε = εk), which defines the ε-subdifferential.
The convergence results for the GPP-method with Qk = ∂fεk

are quite analogous.

6. Appendix I

Now, we analyze a special choice of the function h, which leads to a proximal-
based variant of the elliptic regularization method. Starting with the papers of
Lions [44] and Olejnik [52], elliptic regularization is an efficient tool for the theo-
retical and numerical treatment of parabolic and degenerate elliptic problems. The
main idea is that the original problem is approximated by a family of non-degenerate
elliptic problems. We observe this approach in an example of a parabolic variational
inequality .
The following notation is used here: Ω ⊂ IRn is an open set with a ”sufficiently
smooth” boundary Γ, Σ = Ω×]0, T [; H = L2(0, T ;L2(Ω)), V = L2(0, T ;H1

0 (Ω)),

where H1
0 (Ω) is endowed with the norm ‖z‖H1

0 (Ω) =
(∫

Ω

∑n
i=1

(
∂z
∂yi

)2
dy

)1/2

, and

L2(0, T ;W ) denotes the space of measurable on ]0, T [ functions v : t → v(t) ∈ W
such that

‖v‖L2(0,T ;W ) :=
(∫ T

0
‖v(t)‖2

W dt

)1/2

< ∞;
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V ′ = L2(0, T ;H−1(Ω)) is the dual space of V;

a(t;ϕ,ψ) =
n∑

i,j=1

∫

Ω
aij(y, t)

∂ϕ

∂yi

∂ψ

∂yj
dy +

∫

Ω
a0(y, t)ϕψdy,

where a0, aij ∈ L∞(Σ) and the relations

(6.1)
n∑

i,j=1

aij(y, t)ξiξj ≥ α|ξ|2 ∀ξ ∈ IRn,

(6.2) a0(y, t) ≥ α0

(with constants α > 0, α0 ≥ 0) are fulfilled a.e. in Σ.

We identify the space H with its dual. Introducing the linear unbounded (in V)
operator Λ = d

dt with the domain

D(Λ) =
{

v : v ∈ V,
dv

dt
∈ V ′, v(0) = 0

}
,

one can consider D(Λ) as a Hilbert space endowed with the graph-norm ‖v‖D(Λ) =(‖v‖2 + ‖Λu‖2
V ′

)1/2. Obviously,

D(Λ) ⊂ V ⊂ H ⊂ V ′ ⊂ D(Λ)′,

and each space is dense in the next one.
Then, with 〈·, ·〉 the duality pairing between D(Λ) and D(Λ)′, the linear, bounded
and maximal monotone operator A : D(Λ) → D(Λ)′ is defined by

〈Au, v〉 =
∫ T

0
a(t;u(t), v(t))dt ∀u, v ∈ D(Λ).

Assuming that f ∈ V ′ and a convex closed set K ⊂ D(Λ) are given, the parabolic
variational inequality

find u ∈ K such that

〈Au, v − u〉+ 〈Λu, v − u〉 ≥ 〈f, v − u〉 ∀v ∈ K(6.3)

is considered.
The operator Λ is closed and Λ ≥ 0 on D(Λ) (cf. Lions [45], Sect. 3.1.1). Therefore,
Lemma 3.1.1 in [45] guarantees that Λ is maximal monotone, and because D(A) =
D(Λ), the sum A + Λ is maximal monotone on D(Λ), too. The solution of (6.3)
(if it exists) is unique, and for conditions providing solvability, see [45], Sect. 2.9.6.
Henceforth we suppose that (6.3) is solvable.

Following Lions, the elliptic regularization of (6.3) takes the form:

find uε ∈ K such that

〈εΛ∗J−1Λuε +Auε + Λuε, v − uε〉 ≥ 〈f, v − uε〉 ∀v ∈ K,(6.4)



326 A. KAPLAN AND R. TICHATSCHKE

where ε > 0, ε → 0.
Here Λ∗ = − d

dt with the domain

D(Λ∗) =
{

v : v ∈ V,
dv

dt
∈ V ′, v(T ) = 0

}

is the conjugate operator of Λ, and J : v → −∆yv is the duality mapping between
V and V ′.

Remark 6. More precisely, in [45] the elliptic regularization method is described
for parabolic equations. In [46], considering the operator Λ = d

dt with the domain3

D(Λ) =
{

v : v ∈ V,
dv

dt
∈ H, v(0) = 0

}
,

the regularizing operator − d2

dt2
stands in place of Λ∗J−1Λ. In that case the ellipticity

of the regularized operator is evident.

The formal analogy of (6.4), based on the principle of proximal regularization, is:

find uk+1 ∈ K such that

〈χkΛ∗J−1Λ(uk+1 − uk) +Auk+1 + Λuk+1, v − uk+1〉 ≥ 〈f, v − uk+1〉
∀v ∈ K(6.5)

(0 < χk ≤ χ̄ < ∞).
To our knowledge, this iteration process was never studied before. It corresponds
to the GPP-method with

X = D(Λ), Qk ≡ Q : u → Au + Λu− f, Kk ≡ K, δk ≡ 0

and h : ∇h(u) = Λ∗J−1Λu in (2.2). Moreover, the operator Mk : D(Λ) → D(Λ)′
defined by

χk〈J−1Λu, Λv〉+ 〈Λu, v〉 = 〈Mku, v〉 ∀u, v ∈ D(Λ)
is obviously linear, bounded and monotone. Hence Mk + Λ is maximal monotone
in D(Λ), and Assumption 1 is valid.
With the linear and bounded operator

B : 〈Bϕ,ψ〉 = α

∫ T

0

∫

Ω

n∑

i=1

∂ϕ

∂yi

∂ψ

∂yi
dydt

we obtain for u, v ∈ D(Λ) that

〈B(u− v), u− v〉+ 〈Λ∗J−1Λ(u− v), u− v〉 ≥ min{α, 1}‖u− v‖2
D(Λ).

Using the well-known properties of convex functions, this yields

〈B(u− v), u− v〉+ h(v)− h(u)− 〈∇h(u), v − u〉 ≥ 1
2

min{α, 1}‖u− v‖2
D(Λ),

and in view of (6.1), (6.2), the Assumptions (2-ii), (2-iii) on the choice of h are
fulfilled with this operator B and χ̃ = 2, m = 1

2 min{α, 1}. Assumption (2-i) follows
immediately from the fact that Λ∗J−1Λ : D(Λ) → D(Λ)′ is a linear, monotone and

3The use of this domain seems to be less natural.
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bounded operator.
Now, as it follows from Theorem 1, the above mentioned properties of the function
h and the original problem (6.3) are sufficient to ensure weak convergence of the
GPP-method (6.5) as well as of a more realistic variant with an approximation of
K (according to the Assumptions (2-v) - (2-viii)) and

∑∞
k=1 δkχ

−1
k < ∞.

Taking into account that Λ∗J−1Λ is a bounded and closed operator, condition
(3.20) is fulfilled, at least if Kk ≡ K. This is some hint for the case, when A is a
degenerate elliptic operator and the uniqueness of a solution of an (original) problem
is not guaranteed (of course, in this situation we need an additional regularizing
operator, for instance −∆y, to provide non-degenerate ellipticity of the Problems
(P k)).

7. Appendix II

Here, we describe an example illustrating the choice of single-valued operators
Qk in accordance with the Assumptions (2-v), (2-vi). The approximation of the set
K in this example will be performed quite artificially, modeling a situation which
arises under a successive discretization of variational inequalities in mathematical
physics. Usually, such a discretization is carried out by means of the finite element
method on a sequence of triangulations, and for an arbitrary element w ∈ K one
can guarantee only that there exists a sequence {wk}, wk ∈ Kk, with

lim
k→∞

‖w − wk‖ = 0

(cf. condition (a) below). Certainly, it does not suffice to provide an approximation
of a solution x∗ as in Assumption (2-vi). But, a helpful circumstance is that,
according to the regularity theorems (see [11], [25], [23], [28]), solutions of many
variational inequalities in mathematical physics possess better regularity properties
than arbitrary elements from K. Then, error estimates for finite element methods
[18] show typically better approximations of the solutions by elements from Kk:

∀x ∈ X∗ ∃ wk ∈ Kk : ‖x− wk‖ ≤ a(x)hα
k ,

with hk a triangulation parameter and α > 0 independent of x (this quality is
reflected in condition (b) below).

Taking into account the mentioned properties of finite element methods, the
approach used in the example can be extended to approximate some problems of
linear elasticity (where the operator Q is multi-valued due to the friction), fluid
mechanics, image reconstruction etc.. Concerning the proximal point method for
some of these problems, see [31], [33], [60]).

Example 2. Let X = IR2, Q : x → (
z(x1)−x2

x1

)
, where

z(x1) =





−1 if x1 < −1,
[−1, 0] if x1 = −1,

0 if x1 ∈ (−1, 1),
[0, 1] if x1 = 1,

1 if x1 > 1,
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and we consider two cases:

K = K1 = {x ∈ IR2 : |x1| ≤ 2, x2 ≥ 0}
and

K = K2 = {x ∈ IR2 : x1 ≥ 1, x2 ≥ 0}.
It is not difficult to see that

X∗ = {(x1, 0) : 0 ≤ x1 ≤ 1}, Λ̂(x) = {
(

0
x1

)
} if K = K1,

and

X∗ = {(1, 0)} , Λ̂(1, 0) = {
(

a

1

)
: a ∈ [0, 1]} if K = K2.

The operator Q is maximal monotone, because

Q(x) = {∂x1f(x1, x2), ∂x2(−f(x1, x2))}T ,

where
f(x1, x2) = max{0,−x1 − 1}+ max{0, x1 − 1} − x1x2

is a convex-concave function and ∂x1 , ∂x2 denote the partial subdifferentials. But,
this operator is neither strictly monotone (take x1 = (−1

2 ,−1), x2 = (1
2 ,−1)), nor

symmetric.
We choose the maximal monotone operators

Qk : x →
(

zk(x1)− x2

x1

)
,

with

zk(x1) =
1
2

[
1 + x1√

(1 + x1)2 + k−6
+

x1 − 1√
(x1 − 1)2 + k−6

]
.

The idea of such an approximation is obvious: the operators Qk can be described
as

Qk(x) = { ∂

∂x1

fk(x1, x2),− ∂

∂x2

fk(x1, x2)}T ,

where convex-concave and differentiable functions

fk(x) =
1
2

(√
(1 + x1)2 + k−6 +

√
(x1 − 1)2 + k−6

)
− x1x2 − 1,

converge to f uniformly on X.
Taking w = (w1, w2), wk = (wk

1 , wk
2), any q(w) ∈ Q(w) has the form

q(w) =
(

ξ(w1)− w2

w1

)
,

with ξ(w1) ∈ z(w1), thus

‖Qk(wk)− q(w)‖2 =
(
zk(wk

1)− ξ(w1)− wk
2 + w2

)2
+

(
wk

1 − w1

)2

and
‖Qk(wk)− q(w)‖ ≤ |zk(wk

1)− ξ(w1)|+ |wk
1 − w1|+ |wk

2 − w2|.
A straightforward calculation shows that:
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◦ limk→∞ ‖Qk(wk)− q(w)‖ = 0 if w1 6= ±1 and {wk} is an arbitrary sequence
converging to w;

◦ ‖Qk(wk)− (
ξ(w1)−w2

w1

)‖ ≤ 3k−2

– if w1 = 1, ξ(w1) = 1 and wk = (1 + k−2, w2 + k−2),
– or 0 ≤ w1 ≤ 1, ξ(w1) = 0, k ≥ 2 and

wk = (w1 − k−2, w2 + k−2),
– or w1 = −1, ξ(w1) = −1 and wk = (−1− k−2, w2 + k−2).

This permits to conclude immediately that the Assumptions (2-v), (2-vi) hold true
with

0 < χ ≤ χk ≤ χ̄, ϕk = k−2, σk = k−2 and c1 =
√

2, c2 = 3

in (2.3), (2.4), if the family {Kk} ⊂ IR2 satisfies the following conditions:
(a) ∀w ∈ K, ∀k ∃wk ∈ Kk : limk→∞ ‖wk − w‖ = 0;
(b) in case K = K1, the pairs

(−1−k−2

k−2

)
and

(
1+k−2

k−2

)
belong to Kk for sufficiently

large k;
in case K = K2, the inclusion

(
1+k−2

k−2

) ∈ Kk is fulfilled for sufficiently large
k.

Moreover, for K = K1, taking into account the convexity of Kk, (a) and (b) provides
the fulfillment of Assumption (2-vi) for each x ∈ X∗ (if K = K2, X∗ is a singleton).
Obviously, conditions (a) and (b) are satisfied if

Kk ⊃ {x ∈ IR2 : |x1| ≤ 2− αk, x2 ≥ k−2} with αk → +0,

and
Kk ⊃ {x ∈ IR2 : x1 ≥ 1 + k−2, x2 ≥ k−2}

for K = K1 and K = K2, respectively.
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[44] J. L. Lions, Equations Différentielles Opérationelles dans les Espaces de Hilbert, C.I.M.E.
Varenna, Juillet, 1963.
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