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subject to max
vj∈Vj

gj(x, vj) ≤ 0, j = 1, . . . ,m.

A vector x ∈ Rn is a robust feasible solution of (UCMP) if maxvj∈Vj gj(x, vj) ≤
0 for all j = 1, . . . ,m. Let F be the set of all the robust feasible solutions of (UCMP),
that is

F = {x ∈ Rn | max
vj∈Vj

gj(x, vj) ≤ 0, for all j = 1, . . . ,m}.

Following solution concepts for multiobjective optimization problem in [14], we
define three solution concepts for (UCMP). A robust feasible solution x̄ of (UCMP)
is said to be

(i) a robust efficient solution of (UCMP) if there does not exist a robust feasible
solution x of (UCMP) such that

max
ui∈Ui

fi(x, ui) ≤ max
ui∈Ui

fi(x̄, ui), for all i = 1, . . . , l, and

max
uj∈Uj

fj(x, uj) < max
uj∈Uj

fj(x̄, uj), for some j = 1, . . . , l.

(ii) a weakly robust efficient solution of (UCMP) if there does not exist a robust
feasible solution x of (UCMP) such that

max
ui∈Ui

fi(x, ui) < max
ui∈Ui

fi(x̄, ui), for all i = 1, . . . , l.

(iii) a properly robust efficient solution of (UCMP) if it is a robust efficient
solution of (UCMP) and if there is a number M > 0 such that for all
i = 1, . . . , l and x ∈ F satisfying maxui∈Ui fi(x, ui) < maxui∈Ui fi(x̄, ui),
there exists an index j = 1, . . . , l such that

max
uj∈Uj

fj(x̄, uj) < max
uj∈Uj

fj(x, uj), and

maxui∈Ui fi(x̄, ui)−maxui∈Ui fi(x, ui)

maxuj∈Uj fj(x, uj)−maxuj∈Uj fj(x̄, uj)
≤ M.

(RCMP) can be interpreted as the worst-case of (UCMP) in the following sence:
we denote the set of all efficient solutions of (RCMP) by Eff(RCMP) and the set of
all optimal values of (RCMP) by

Val(RCMP) = {(max
u1∈U1

f1(x, u1), . . . ,max
ul∈Ul

fl(x, ul)) | x ∈ Eff(RCMP)}.

Also, for given uncertain parameters u = (u1, . . . , ul) ∈ Πl
i=1Ui and v =

(v1, . . . , vm) ∈ Πm
j=1VJ , we denote the problem by (UCMP)u,v, the set of all feasible

solutions of (UCMP)u,v by Fv, all efficient solutions of (UCMP)u,v by Eff(UCMP)u,v,
and the set of all optimal values of (UCMP)u,v by

Val(UCMP)u,v = {(f1(x, u1), . . . , fl(x, ul)) | x ∈ Eff(UCMP)u,v}.

Under the well-known domination property for (UCMP)u,v, see [14]: for each x ∈ Fv,
there exists x̂ ∈ Eff(UCMP)u,v such that

fi(x̂, ui) ≤ fi(x, ui), for all i = 1, . . . , l,

we have the following observation: if x̄ ∈Eff(RCMP) then there exists x̂ ∈
Eff(UCMP)u,v such that
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fi(x̂, ui) ≤ max
ui∈Ui

fi(x̄, ui), for all i = 1, . . . , l.

In this mean, (RCMP) can be interpreted as the worst-case of (UCMP). In addition,

it is also written as Val(UCMP)u,v ≤(iii)Val(RCMP), by using set-relation ≤(iii),
which is a relation between two sets, see [11]. The study of set optimization, which
is set-valued optimization based on the set-relations, has been developed rapidly,
see [3, 4, 8, 9].

In this paper, we give a necessary and sufficient constraint qualification for the
three robust efficient solutions for (UCMP). To the purpose, we give a formula
for calculating the subdifferential of certain maximum function, and then we get
results concerned with optimality conditions for the three robust efficient solutions
for (UCMP). Moreover, we give examples showing that our main result is very useful
for properly and weakly efficient robust efficient solutions for (UCMP). Finally, we
give the closedness constraint qualification for (UCMP) and show the optimality
conditions hold under the constraint qualification.

Let us first recall some notation and preliminary results which will be used
throughout the paper. For a function h : Rn → R ∪ {+∞}, the effective domain
and the epigraph of h are given by

domh = {x ∈ Rn | h(x) < +∞}
and

epih = {(x, r) ∈ Rn × R | h(x) ≤ r} ,
respectively. h is said to be proper if domh is nonempty, and h is said to be convex
if epih is a convex set, or equivalently,

h((1− α)x+ αy) ≤ (1− α)h(x) + αh(y)

for all x, y ∈ Rn, and α ∈ (0, 1). Moreover, h is concave if −h is convex.
For any proper convex function h : Rn → R ∪ {+∞}, the subdifferential of h at

x̄ ∈ domh is given by

∂h(x̄) = {v ∈ Rn | h(x) ≥ h(x̄) + ⟨v, x− x̄⟩, for all x ∈ Rn} ,
where ⟨·, ·⟩ is the inner product on Rn, and the ϵ-subdifferential of h at x̄ is defined
by

∂ϵh(x̄) = {v ∈ Rn | h(x) ≥ h(x̄) + ⟨v, x− x̄⟩ − ϵ, for all x ∈ Rn} .
The conjugate function h∗ : Rn → R ∪ {+∞} of h is defined by

h∗(x∗) = sup {⟨x∗, x⟩ − h(x) | x ∈ Rn} ,
for any x∗ ∈ Rn.

Proposition 1.1 ([5]). If h : Rn → R ∪ {+∞} is a continuous convex function
and if a ∈ domh, then

epih∗ =
∪
ϵ≥0

{(v, ⟨v, a⟩+ ϵ− h(a)) | v ∈ ∂ϵh(a)}.

Now, let us recall the normal cone of convex sets, which is important to consider
necessary and sufficient robust optimality conditions.

Definition 1.2. Let C be a closed convex set in Rn and x ∈ C. Then NC(x) =
{v ∈ Rn | ⟨v, y − x⟩ ≤ 0, for all y ∈ C} is called the normal cone to C at x.
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2. Subgradients of maximum functions

In this section, we give the subgradient formula for certain maximum function,
which is important to characterize properly and weakly robust efficient solutions of
(UCMP). To the purpose, we give the following propositions and lemma.

Proposition 2.1. Let U be a nonempty compact convex subset of Rp, and ϕ :
Rn × Rp → R a convex-concave function, that is, ϕ(·, y) is a convex function for
each y ∈ Rp and ϕ(x, ·) is a concave function for each x ∈ Rn. Then for each
x̄ ∈ Rn, ∪

u∈U(x̄)

∂ϕ(·, u)(x̄)

is a convex set, where

U(x̄) =
{
ū ∈ U

∣∣∣∣ ϕ(x̄, ū) = max
u∈U

ϕ(x̄, u)

}
.

Proof. At first, we have that U(x̄) is convex because U(x̄) is the intersection of a level
set of concave function and U . Also it is nonempty because ϕ(x̄, ·) is continuous
and U is compact. Now, we show that

∪
u∈U(x̄) ∂ϕ(·, u)(x̄) is convex. For any

y1, y2 ∈
∪

u∈U(x̄) ∂ϕ(·, u)(x̄) and α ∈ (0, 1), there exist ū1, ū2 ∈ U(x̄) such that

y1 ∈ ∂ϕ(·, ū1)(x̄) and y2 ∈ ∂ϕ(·, ū2)(x̄). Since U(x̄) is convex, (1−α)ū1+αū2 ∈ U(x̄).
Then for each x ∈ Rn,

ϕ(x, (1− α)ū1 + αū2)

≥ (1− α)ϕ(x, ū1) + αϕ(x, ū2)

≥ (1− α)(ϕ(x̄, ū1) + ⟨y1, x− x̄⟩) + α(ϕ(x̄, ū2) + ⟨y2, x− x̄⟩)
= (1− α)ϕ(x̄, ū1) + αϕ(x̄, ū2) + ⟨(1− α)y1 + αy2, x− x̄⟩
= (1− α)max

u∈U
ϕ(x̄, u) + αmax

u∈U
ϕ(x̄, u) + ⟨(1− α)y1 + αy2, x− x̄⟩

= max
u∈U

ϕ(x̄, u) + ⟨(1− α)y1 + αy2, x− x̄⟩

= ϕ(x̄, (1− α)ū1 + αū2) + ⟨(1− α)y1 + αy2, x− x̄⟩ .

The inequalities are due to concavity of ϕ(x̄, ·), y1 ∈ ∂ϕ(·, ū1)(x̄), y2 ∈ ∂ϕ(·, ū2)(x̄),
and ū1, ū2, (1− α)ū1 + αū2 ∈ U(x̄). Thus

(1− α)y1 + αy2 ∈ ∂ϕ(·, (1− α)ū1 + αū2)(x̄) ⊂
∪

u∈U(x̄)

∂ϕ(·, u)(x̄).

This completes the proof. �

Lemma 2.2 ([13]). Assume that ϕ : Rn × Y → R ∪ {+∞} satisfies the following
conditions:

(i) ϕ(·, y) is convex for all y ∈ Y ;
(ii) ϕ(x, ·) is upper semicontinuous for all x in a certain neighborhood of a point

x0;
(iii) The set Y ⊂ Rm is compact.
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Then

∂

(
max
y∈Y

ϕ(·, y)
)
(x0) ⊃ conv

∪
y∈Y (x0)

∂ϕ(·, y)(x0),

where

Y (x0) =

{
y ∈ Y

∣∣∣∣ ϕ(x0, y) = max
y∈Y

ϕ(x0, y)

}
.

If, in addition, the function f(·, y) is continuous at x0 for all y ∈ Y, then

∂

(
max
y∈Y

ϕ(·, y)
)
(x0) = conv

∪
y∈Y (x0)

∂ϕ(·, y)(x0).

Proposition 2.3. Let U1,U2, . . . ,Ul be nonempty convex and compact subsets of
Rp, f1, f2, . . . , fl : Rn × Rp → R be convex-concave functions. For each x̄ ∈ F and
λi ≥ 0, i = 1, 2, . . . , l,

∂

(
max
u∈U

l∑
i=1

λifi(·, ui)

)
(x̄) =

∪
u∈U(x̄)

l∑
i=1

λi∂fi(·, ui)(x̄),

where U =
∏l

i=1 Ui and

U(x̄) =

{
ū ∈ U

∣∣∣∣∣
l∑

i=1

λifi(x̄, ūi) = max
u∈U

l∑
i=1

λifi(x̄, ui)

}
.

Proof. For given λi ≥ 0, i = 1, 2, . . . , l, define ϕ : Rn × Rlp → R as follows:

ϕ(x, u) =
l∑

i=1

λifi(x, ui), x ∈ Rn, u = (u1, . . . , uq) ∈ Rlp.

It is clear that ϕ is a convex-concave continuous function. From Lemma 2.2 and
Proposition 2.1, we have

∂

(
max
u∈U

l∑
i=1

λifi(·, ui)

)
(x̄) = ∂

(
max
u∈U

ϕ(·, u)
)
(x̄)

= conv
∪

u∈U(x̄)

∂ϕ(·, u)(x̄)

=
∪

u∈U(x̄)

∂ϕ(·, u)(x̄)

=
∪

u∈U(x̄)

l∑
i=1

λi∂fi(·, ui)(x̄).

This completes the proof. �
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3. A necessary and sufficient constraint qualification for robust
optimality conditions

Now, we give a necessary and sufficient constraint qualification for optimality
conditions for the three kinds of robust efficient solutions of (UCMP).

For each j = 1, 2, . . . ,m, let Vj be a nonempty convex compact set in Rq and
gj : Rn × Rq → R a convex-concave function. Recall that F is the constraint set of
(UCMP), that is,

F = {x ∈ Rn | max
vj∈Vj

gj(x, vj) ≤ 0, for all j = 1, . . . ,m}.

At first we observe that the following equality condition:

NF (x̄) =
∪

(µ,v)∈Rm
+×Πm

j=1Vj∑m
j=1 µjgj(x̄,vj)=0

m∑
j=1

µj∂gj(·, vj)(x̄).

The following inclusion is always true: for any x̄ ∈ F ,

NF (x̄) ⊃
∪

(µ,v)∈Rm
+×Πm

j=1Vj∑m
j=1 µjgj(x̄,vj)=0

m∑
j=1

µj∂gj(·, vj)(x̄).

Indeed, let (µ, v) ∈ Rm
+ × Πm

j=1Vj satisfying
∑m

j=1 µjgj(x̄, vj) = 0. For any y ∈∑m
j=1 µj∂gj(·, vj)(x̄), there exist yj ∈ ∂gj(·, vj)(x̄) (j = 1, 2, . . . ,m) such that y =∑m
j=1 µjyj . For fixed x ∈ F ,

0 ≥ gj(x, vj) ≥ gj(x̄, vj) + ⟨yj , x− x̄⟩

for each j = 1, 2, . . . ,m, and then

0 ≥
m∑
j=1

µjgj(x̄, vj) +

⟨
m∑
j=1

µjyj , x− x̄

⟩
= ⟨y, x− x̄⟩.

Consequently we have y ∈ NF (x̄). Therefore the above equality condition is equiv-
alent to

NF (x̄) ⊂
∪

(µ,v)∈Rm
+×Πm

j=1Vj∑m
j=1 µjgj(x̄,vj)=0

m∑
j=1

µj∂gj(·, vj)(x̄).

We can see that the condition is a necessary and sufficient constraint qualification
for the three kinds of robust efficient solutions of (UCMP) in the following theorem.

Theorem 3.1. Let Vj ⊂ Rm be a convex compact set in Rq and gj : Rn×Rq → R is
a convex-concave function for each j = 1, 2, . . . ,m, and x̄ ∈ F . Then, the following
statements are equivalent:

(i) NF (x̄) =
∪

(µ,v)∈Rm
+×Πm

j=1Vj∑m
j=1 µjgj(x̄,vj)=0

m∑
j=1

µj∂gj(·, vj)(x̄) holds.
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(ii) For all convex-concave functions f1, f2, . . . , fl : Rn × Rp → R, and for
all nonempty compact convex subsets U1,U2, . . . ,Ul of Rp, x̄ is a weakly
efficient solution of (RCMP): Minimize

(
max
u1∈U1

f1(x, u1), . . . ,max
ul∈Ul

fl(x, ul)

)
subject to max

vj∈Vj

gj(x, vj) ≤ 0, j = 1, . . . ,m,

if and only if there exist λ̄1, . . . , λ̄l ≥ 0, all non zero, (ū1, . . . , ūl) ∈ Πl
i=lUi,

µ̄1, . . . , µ̄m ≥ 0, and (v̄1, . . . , v̄m) ∈ Πm
j=lVj such that

• 0 ∈
∑l

i=1 λ̄i∂fi(·, ūi)(x̄) +
∑m

j=1 µ̄j∂gj(·, v̄j)(x̄),
• λ̄ifi(x̄, ūi) = maxui∈Ui λ̄ifi(x̄, ui), for all i = 1, . . . , l, and
• µ̄jgj(x̄, v̄j) = 0, for all j = 1, . . . ,m.

(iii) For all convex-concave functions f1, f2, . . . , fl : Rn × Rp → R, and for all
nonempty compact convex subsets U1,U2, . . . ,Ul of Rp, if x̄ is an efficient
solution of (RCMP): Minimize

(
max
u1∈U1

f1(x, u1), . . . ,max
ul∈Ul

fl(x, ul)

)
subject to max

vj∈Vj

gj(x, vj) ≤ 0, j = 1, . . . ,m,

then there exist λ̄1, . . . , λ̄l ≥ 0, all non zero, (ū1, . . . , ūl) ∈ Πl
i=lUi,

µ̄1, . . . , µ̄m ≥ 0, and (v̄1, . . . , v̄m) ∈ Πm
j=lVj such that

• 0 ∈
∑l

i=1 λ̄i∂fi(·, ūi)(x̄) +
∑m

j=1 µ̄j∂gj(·, v̄j)(x̄),
• λ̄ifi(x̄, ūi) = maxui∈Ui λ̄ifi(x̄, ui), for all i = 1, . . . , l, and
• µ̄jgj(x̄, v̄j) = 0, for all j = 1, . . . ,m.

(iv) For all convex-concave functions f1, f2, . . . , fl : Rn × Rp → R, and for
all nonempty compact convex subsets U1,U2, . . . ,Ul of Rp, x̄ is a properly
efficient solution of (RCMP): Minimize

(
max
u1∈U1

f1(x, u1), . . . ,max
ul∈Ul

fl(x, ul)

)
subject to max

vj∈Vj

gj(x, vj) ≤ 0, j = 1, . . . ,m,

if and only if there exist λ̄1, . . . , λ̄l > 0, (ū1, . . . , ūl) ∈ Πl
i=lUi, µ̄1, . . . , µ̄m ≥

0, and (v̄1, . . . , v̄m) ∈ Πm
j=lVj such that

• 0 ∈
∑l

i=1 λ̄i∂fi(·, ūi)(x̄) +
∑m

j=1 µ̄j∂gj(·, v̄j)(x̄),
• fi(x̄, ūi) = maxui∈Ui fi(x̄, ui), for all i = 1, . . . , l, and
• µ̄jgj(x̄, v̄j) = 0, for all j = 1, . . . ,m.

(v) For all convex functions f1, f2, . . . , fl : Rn → R, x̄ is a weakly efficient
solution of (RCMP):{

Minimize (f1(x), . . . , fl(x))
subject to max

vj∈Vj

gj(x, vj) ≤ 0, j = 1, . . . ,m,

if and only if there exist λ̄1, . . . , λ̄l ≥ 0, all non zero, µ̄1, . . . , µ̄m ≥ 0, and
(v̄1, . . . , v̄m) ∈ Πm

j=lVj such that
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• 0 ∈
∑l

i=1 λ̄i∂fi(x̄) +
∑m

j=1 µ̄j∂gj(·, v̄j)(x̄), and
• µ̄jgj(x̄, v̄j) = 0, for all j = 1, . . . ,m.

(vi) For all convex functions f1, f2, . . . , fl : Rn → R, if x̄ is an efficient solution
of (RCMP):{

Minimize (f1(x), . . . , fl(x))
subject to max

vj∈Vj

gj(x, vj) ≤ 0, j = 1, . . . ,m,

then there exist λ̄1, . . . , λ̄l ≥ 0, all non zero, µ̄1, . . . , µ̄m ≥ 0, and
(v̄1, . . . , v̄m) ∈ Πm

j=lVj such that

• 0 ∈
∑l

i=1 λ̄i∂fi(x̄) +
∑m

j=1 µ̄j∂gj(·, v̄j)(x̄), and
• µ̄jgj(x̄, v̄j) = 0, for all j = 1, . . . ,m.

(vii) For all convex functions f1, f2, . . . , fl : Rn → R, x̄ is a properly efficient
solution of (RCMP):{

Minimize (f1(x), . . . , fl(x))
subject to max

vj∈Vj

gj(x, vj) ≤ 0, j = 1, . . . ,m,

if and only if there exist λ̄1, . . . , λ̄l > 0, µ̄1, . . . , µ̄m ≥ 0, and (v̄1, . . . , v̄m) ∈
Πm

j=lVj such that

• 0 ∈
∑l

i=1 λ̄i∂fi(x̄) +
∑m

j=1 µ̄j∂gj(·, v̄j)(x̄), and
• µ̄jgj(x̄, v̄j) = 0, for all j = 1, . . . ,m.

(viii) For all convex function f : Rn → R, x̄ is a minimum solution of (P):{
Minimize f(x)
subject to max

vj∈Vj

gj(x, vj) ≤ 0, j = 1, . . . ,m,

if and only if there exist µ̄1, . . . , µ̄m ≥ 0, and (v̄1, . . . , v̄m) ∈ Πm
j=lVj such

that
• 0 ∈ ∂f(x̄) +

∑m
j=1 µ̄j∂gj(·, v̄j)(x̄), and

• µ̄jgj(x̄, v̄j) = 0, for all j = 1, . . . ,m.

Proof. At first, we show [(i)⇒(ii)]. Assume (i), and let f1, f2, . . . , fl : Rn ×Rp → R
be convex-concave functions, and let U1,U2, . . . ,Ul be nonempty compact convex
subsets in Rp. By using Gordan’s alternative theorem in [12], x̄ is a weakly efficient
solution of (RCMP): Minimize

(
max
u1∈U1

f1(x, u1), . . . ,max
ul∈Ul

fl(x, ul)

)
subject to max

vj∈Vj

gj(x, vj) ≤ 0, j = 1, . . . ,m

if and only if there exists λ̄1, . . . , λ̄l ≥ 0, all non zero, such that for all x ∈ F ,

l∑
i=1

λ̄i max
ui∈Ui

fi(x̄, ui) ≤
l∑

i=1

λ̄i max
ui∈Ui

fi(x, ui).
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Equivalently,

0 ∈ ∂

(
l∑

i=1

λ̄i max
ui∈Ui

fi(·, ui) + δF

)
(x̄) = ∂

(
max
u∈U

l∑
i=1

λ̄ifi(·, ui)

)
(x̄) +NF (x̄),

where U = Πl
i=lUi. By using Proposition 2.3,

∂

(
max
u∈U

l∑
i=1

λ̄ifi(·, ui)

)
(x̄) =

∪
u∈U(x̄)

l∑
i=1

λ̄i∂fi(·, ui)(x̄),

where

U(x̄) =

{
ū ∈ U

∣∣∣∣∣
l∑

i=1

λ̄ifi(x̄, ūi) = max
u∈U

l∑
i=1

λ̄ifi(x̄, ui)

}
.

From this and condition (i), we have

0 ∈
∪

u∈U(x̄)

l∑
i=1

λ̄i∂fi(·, ui)(x̄) +
∪

(µ,v)∈Rm
+×Πm

j=1Vj∑m
j=1 µjgj(x̄,vj)=0

m∑
j=1

µj∂gj(·, vj)(x̄),

that is, there exist ū ∈ U(x̄) and (µ̄, v̄) ∈ Rm
+ ×Πm

j=1Vj such that

• 0 ∈
∑l

i=1 λ̄i∂fi(·, ūi)(x̄) +
∑m

j=1 µ̄j∂gj(·, v̄j)(x̄), and
•
∑m

j=1 µ̄jgj(x̄, v̄j) = 0.

From the above, we can check easily that λ̄ifi(x̄, ūi) = maxui∈Ui λ̄ifi(x̄, ui) for all
i = 1, . . . , l, and µ̄jgj(x̄, v̄j) = 0 for all j = 1, . . . ,m.

Proof of [(i)⇒(iv)] is similar to [(i)⇒(ii)], and omitted. Also, proofs of [(ii)⇒
(v)⇒(viii)], [(ii)⇒(iii)⇒(vi)⇒(viii)], and [(iv)⇒(vii)⇒(viii)], are clear and omitted.

Finally, we show [(viii)⇒(i)]. If y ∈ NF (x̄), then ⟨−y, x̄⟩ ≤ ⟨−y, x⟩ for each
x ∈ F . Let f(x) = ⟨−y, x⟩. From the assumption (viii), there exist µ̄1, . . . , µ̄m ≥ 0,
and (v̄1, . . . , v̄m) ∈ Πm

j=lVj such that

• 0 ∈ ∂f(x̄) +
∑m

j=1 µ̄j∂gj(·, v̄j)(x̄),
• µ̄jgj(x̄, v̄j) = 0, for all j = 1, 2, . . . ,m.

Since ∂f(x̄) = {−y}, we have

y ∈
m∑
j=1

µ̄j∂gj(·, v̄j)(x̄).

Also
∑m

j=1 µ̄jgj(x̄, v̄j) = 0 is clear, then we have

y ∈
∪

(µ,v)∈Rm
+×Πm

j=1Vj∑m
j=1 µjgj(x̄,vj)=0

m∑
j=1

µj∂gj(·, vj)(x̄).

This completes the proof. �
Remark 3.2. The interesting feature of the Karush-Kuhn-Tucker system for robust
optimization problem, which was appeared in (ii)-(viii) of Theorem 3.1, is that the
number of Lagrangian multipliers coincides with the number of constraint functions.
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Now we give examples illustrating that Theorem 3.1 is very useful for properly
and weakly robust efficient solutions for (RCMP).

Example 3.3. Let g1 : R×R → R defined by g1(x, v1) = v1(|x|−1), and V1 = [0, 1].
Then we can check that F = [−1, 1] and

NF (x̄) =
∪

(µ,v)∈R+×V1

µg1(x̄,v)=0

µ∂g1(·, v)(x̄) =

 (−∞, 0] if x̄ = −1,
{0} if x̄ ∈ (−1, 1),
[0,+∞) if x̄ = 1,

and then condition (i) of Theorem 3.1 holds. Therefore, for all multivalued convex-
concave functions, properly and weakly robust efficient solutions of (RCMP) can be
characterized. For example, let f1, f2 : R×R → R defined by f1(x, u1) = u1(2+x),
f2(x, u2) = u2(2 − x), and U1 = U2 = [0, 1]. A feasible solution x̄ of (RCMP) is
a weakly efficient solution of (RCMP) if and only if there exist λ̄1, λ̄2 ≥ 0, all non
zero, (ū1, ū2) ∈ U1 × U2, µ̄1 ≥ 0, and v̄1 ∈ V1 such that

• 0 ∈ λ̄1∂f1(·, ū1)(x̄) + λ̄2∂f2(·, ū2)(x̄) + µ̄1∂g1(·, v̄1)(x̄),
• λ̄ifi(x̄, ūi) = maxui∈Ui λ̄ifi(x̄, ui), for all i = 1, 2, and
• µ̄1g1(x̄, v̄1) = 0.

We can check these conditions always hold when (λ̄1, λ̄2, µ̄1) = (1, 1, 0) and
(ū1, ū2, v̄1) = (1, 1, 1), for instance. This shows that every feasible solution of
(RCMP) is a weakly efficient solution of (RCMP).

Example 3.4. Let g1 : R × R → R defined by g1(x, y) =

{
0, x ≤ 0,
yx2, x > 0,

and

V1 = [0, 1]. Then, we can check that F = (−∞, 0], NF (0) = [0,∞), but∪
µ≥0, v1∈V1

µg1(0,v1)=0

∂(µg1)(·, v1)(0) = {0}.

In this case, condition (i) of Theorem 3.1 does not hold when x̄ = 0. So, it follows
from Theorem 3.1 that we can give objective functions such that properly and
weakly robust efficient solutions of (RCMP) can not be characterized by the Karush-
Kuhn-Tucker systems. For example, let f1, f2 : R → R defined by f1(x) = u1x,
f2(x) = u2x, and U1 = U2 = [1, 2]. Then x̄ = 0 is a weakly robust efficient
solution of (RCMP) but the following formula has no solutions: λ̄1 ≥ 0, λ̄2 ≥ 0,
(λ̄1, λ̄2) ̸= (0, 0), µ̄1 ≥ 0, and 0 ∈ λ̄1∂f1(·, ū1)(x̄) + λ̄2∂f2(·, ū2)(x̄) + µ̄1∂g1(·, v̄1)(x̄).

4. Closedness constraint qualification for robust optimality
conditions

In this last section, we give sufficient conditions for (i) of Theorem 3.1. Consider
the following closedness constraint qualification:∪

(µ,v)∈Rm
+×

∏m
j=1 Vj

epi

( m∑
j=1

µjgj(·, vj)
)∗

is closed.

The closedness constraint qualification is found in [7], which is the robust version
of the one in [5].



ON ROBUST CONVEX MULTIOBJECTIVE OPTIMIZATION 1135

To the purpose, we introduce the following lemma, which is the robust version of
an alternative theorem and can be obtained from Theorem 2.4 and Proportion 2.3
in [7].

Lemma 4.1 (Robust Theorem of the Alternative). Let f : Rn → R be a convex
function, let gj : Rn × Rq → R be a convex-concave function, and let Vj be a
nonempty convex and closed subset of Rq for each j = 1, 2, . . . ,m. Suppose that
F = {x ∈ Rn | gj(x, vj) ≤ 0, for all j = 1, . . . ,m and vj ∈ Vj} is not empty. Then
exact one of the following two statements holds:

(i) ∃x ∈ Rn s.t. f(x) < 0, gj(x, vj) ≤ 0, ∀vj ∈ Vj , ∀j = 1, . . . ,m,

(ii) (0, 0) ∈ epif∗ + cl
∪

(µ,v)∈Rm
+×

∏m
j=1 Vj

epi

( m∑
j=1

µjgj(·, vj)
)∗

.

Proposition 4.2. Under the same assumptions as Theorem 3.1, the above closed-
ness constraint qualification implies (i) of Theorem 3.1.

Proof. For any y ∈ NF (x̄), we define f : Rn → R by f(x) = ⟨−y, x − x̄⟩. Since
0 ≤ ⟨−y, x − x̄⟩ = f(x) for any x ∈ F , by using Lemma 4.1 and the closedness
condition, we have

(0, 0) ∈ epif∗ +
∪

(µ,v)∈Rm
+×

∏m
j=1 Vj

epi

( m∑
j=1

µjgj(·, vj)
)∗

.

Notice that epif∗ = {(−y, ⟨−y, x̄⟩+ β) | β ≥ 0}, and epi(
∑m

j=1 µjgj(·, vj))∗ =

∪ϵ≥0{(w, ⟨w, x̄⟩ + ϵ −
∑m

j=1 µjgj(x̄, vj)) | w ∈ ∂ϵ(
∑m

j=1 µjgj(·, vj))(x̄)} by using

Proposition 1.1. Thus, there exist vj ∈ Vj , µj ≥ 0 (j = 1, . . . ,m), ϵ ≥ 0, w ∈
∂ϵ(
∑m

j=1 µjgj(·, vj))(x̄), and β ≥ 0 such that

0 = −y + w and 0 = ⟨−y, x̄⟩+ β + ⟨w, x̄⟩+ ϵ−
m∑
j=1

µjgj(x̄, vj).

This shows y ∈ ∂ϵ(
∑m

j=1 µjgj(·, vj))(x̄) and 0 = β + ϵ −
∑m

j=1 µjgj(x̄, vj). Since

β ≥ 0, ϵ ≥ 0 and −
∑m

j=1 µjgj(x̄, vj) ≥ 0, we have

β = ϵ =
m∑
j=1

µjgj(x̄, vj) = 0.

This completes the proof. �
Remark 4.3. Under the same assumptions as Theorem 3.1, the Slater type strict
feasibility condition for (UCMP), that is, there exists x0 ∈ Rn such that gj(x0, vj) <
0 for any j = 1, 2, . . . ,m and vj ∈ Vj , implies the closedness condition, see [7], but
it is clear that the reverse implication is not true.

Also, the closedness condition implies (i) of Theorem 3.1, but the reverse impli-
cation is also not true. Indeed, let g1 be the same in Example 3.4 and x̄ = −1, then
(i) of Theorem 3.1 holds, but the closedness condition fails.

When the Slater type condition or the closedness are not satisfied, solutions
of (RCMP) can not be characterized at some feasible points and some objective
functions, as seen in Example 3.4.
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