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1004 KIYOKO FURUYA

Remark 1.2. We define a sequence of functions {Un}n∈N as follows:

Un(x) =


n if n < U(x),

U(x) if −n ≤ U(x) ≤ n for n ∈ N
−n if U(x) < −n

.(1.2)

It is easily checked that Un(x) = min
{
n,max{−n,U(x)}

}
. Then we shall approx-

imate the potential U by Un. The unique solution obtained by this approximation
seems to correspond to the case no particle comes from infinity in the example
above. This solution seems natural for the theory of path integrals. The physical
meaning of the solution by Nelson[11] is unclear to the author.

Definition 1.3. Let B be a densely defined operator on Hilbert space H. Then

(i) B is essentially self-adjoint if it has a unique self-adjoint extension, neces-
sarily its closure B̄,

(ii) B is formally self-adjoint if ⟨Bφ,ψ⟩ = ⟨φ,Bψ⟩ for all φ and ψ in H.

We consider a closed extension of (not necessarily essentially self-adjoint but)
formally self-adjoint operator iA ≡ −(h2/2m)△ + U on C∞

0 (RN\N ). Here C∞
0 (E)

denote the set of all infinitely differentiable functions with compact support in E.
The semigroup of our solution family, which is obtained by the approximation (1.2),
is not necessarily a group of unitary operators but a semigroup of contractions. Our
result improves one of the Nelson [11]’s, which says the contraction semigroup of his
solution family exists (not for all but) for a. e. m > 0 and for any U ∈ C(RN\N0;R),
where N0 is a closed subset of capacity 0. In these half a century, no essential
progress in this direction has been obtained as far as the author knows.

Remark 1.4. From a physical standpoint, we obtain the following conjecture :

The operator −iA ≡ h2

2m△− U for U ∈ C(RN ;R) is essentially self-adjoint if and
only if t∞ = ∞.

Our paper is organized in the following way: In Section 2, the fundamental
assumptions are made and a full statement of our main theorem is given. In Section
3, basic facts and preliminary properties are given. Section 4 deals with the general
theory for existence of weak limit of unitary group. Section 5 discusses our equation
with the subdifferential of lower semicontinuous and convex functional. Section 6 is
devoted to the proof of our main theorem. Previous results [4] are given in Section 7.

2. Schrödinger equation

For simplicity we consider the following normalized equation :

(2.1)
∂

∂t
u(t, x) = i△u(t, x)− iU(x)u(t, x), u(0, x) = φ(x) for φ ∈ H(2)(RN ;C),

where H(2)(RN ;C) denote the Sobolev space of L2-functions with first and second
distributional derivatives also in L2 on RN to C.

If △−U is essentially self-adjoint, the operator family {T (t)} defined by T (t)φ =
u(t) is uniquely extended to a group of unitary operators from L2(RN ;C

)
to

L2(RN ;C). Let N be a fixed closed subset of RN of measure 0 and D = {D} be
the maximum family such that each element D ⊂ D ⊂ RN\N is a finite union of
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connected bounded open sets. The family D = {D} satisfies
∪

D∈DD = RN\N .
We denote the restriction of f to D by f |D. We use the following notation

(2.2) L∞
loc(RN\N ;R) =

{
f
∣∣∣ f(x) ∈ R, x ∈ RN , f |D ∈ L∞(D;R), ∀D ∈ D

}
.

Let U ∈ L∞
loc(RN\N ;R). We assume for any neighbourhood of any point of N , U

is not essentially bounded. By this assumption, U uniquely determines N in the
following sense :

(2.3) N =
∩
ν

{Nν

∣∣∣ U ∈ L∞
loc(RN\Nν ;R)}.

Let

(2.4) Bn = { x ∈ RN
∣∣ − n < U(x) < n } for n ∈ N.

We have Bm ⊃ Bn for m > n and

(2.5) for any D ∈ D, there exists Bn such that D ⊂ D ⊂ Bn.

(Strictly speaking, D\Bn is not necessarily empty, but a null set.) We denote
Un(x) = min

{
n,max{−n,U(x)}

}
. Thus Un ∈ L∞(RN ;R). For U ∈ L∞

loc(RN\N ;R)
we consider the approximative equation

(2.6)
d

dt
un(t) = Anun(t) where An = i(△− Un).

In this case the operator −iAn is essentially self-adjoint. Hence the semigroup
{Tn(t)} generated by −iAn is the family of solutions to (2.6) and is a group of
unitary operators : ∥Tn(t)φ∥ = ∥φ∥ for t ∈ R and φ ∈ L2(RN ;C).

The main theorem in this paper is the following :

Theorem 2.1. For any U ∈ L∞
loc(RN\N ;R), there exists a closed extension of (i△−

iU)|C∞
0 (RN\N ) in L

2(RN ;C) to L2(RN ;C) which generates a unique contraction C0-

semigroup {T (t)
∣∣ t ≥ 0} such that

(2.7) T (t)φ = w- lim
n→∞

Tn(t)φ for all φ ∈ L2(RN ;C),

where Tn(t)φ is the solution to (2.6) and w-lim means the weak convergence.

For the proof of existence of {T (t)}, we use an abstract theory of semigroups,
which will be give in the section 4. The proof of uniqueness is given in the section 6.2.

3. Preliminaries

In this section we begin by introducing some terminology and notation and
present those aspects of the basic theory which are required in subsequent sections.
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3.1. Filter.

Definition 3.1. Given a set E, a partial ordering ⊂ can be defined on the powerset
P(E) by subset inclusion. Define a filter F on E as a subset of P(E) with the
following properties:

(i) ∅ ̸∈ F .(The empty set is not in F .)
(ii) If A ∈ F and B ∈ F , then A

∩
B ∈ F . (F is closed under finite meets.)

(iii) If A ∈ F and A ⊂ B, then B ∈ F . (Therefore E ∈ F .)

Definition 3.2. Let B be a subset of P(E). B is called filter base on E if

(i) The intersection of any two sets of B contains a set of B,
(ii) B is non-empty and the empty set is not in B.

Let X be a topological space.

Definition 3.3. U(x) is called the neighourhood filter at point x for X if U(x) is
the set of all topological neighbourhoods of the point x.

Definition 3.4. To say that filter base B converges to x, denoted B → x, means
that for every neighourhood U of x, there is a B ∈ B such that B ⊂ U . In this case,
x is called a limit of B and B is called a convergent filter base

Lemma 3.5. For every neighourhood base U(x) of x, U(x) → x.

Lemma 3.6. X is a Hausdorff space if every filter base on X has at most one limit.

Definition 3.7. A filter F in a topological spacec is called ultra filter if which is
maximal, in the sense that every filter containing it coincides with it.

For details concerning the filter, we refer to Bourbak[1].

3.2. Compact open topology.

Definition 3.8. A linear topological space X is called a locally convex linear topo-
logical space, or, in short, a locally convex space, if its open sets ∋ 0 contains a
convex, balanced and absorbing open set.

Let X and X ′ be two linear spaces over the complex field C and a scalar product
⟨x, x′⟩ ∈ C for x ∈ X and x′ ∈ X ′ be defined.

Definition 3.9. Let X be topological vector space. The weak topology on X,
denote by σ(X,X ′), is the weakest topology such that all elements of X ′ remains
continuous.

Definition 3.10. The strong topology β of X ′ is the topology of uniform conver-
gence on every σ(X,X ′)-bounded set in X. X ′

β denotes (X ′)β.

Definition 3.11. Let τ0 be the locally convex topology on X, defined by the semi-
norm system P = {pγ

∣∣ pγ(f) = supg∈Cγ
|⟨f, g⟩|, Cγ ∈ C}, where C = {Cγ} denotes

the family of the compact subsets of X ′
β. Equivalently, Uτ0 = {Up}p∈P , where

Up = {x ∈ X
∣∣ p(x) < 1}, is a fundamental system of τ0-neighbourhoods of zero. τ0

is called the compact open topology.

In the case of Banach space J. Dieudonné has proved the following theorem.
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Theorem 3.12 (Dieudonné [2]). The bounded weak∗ topology in a Banach space
is identical with the compact open topology.

We denote by X
′∗ the space of linear functionals bounded on every bounded set

in X ′
β.

Proposition 3.13 (Kōmura and Furuya [9, Proposition 1]). Let Xτ0 be the com-
pletion of the space Xτ0. Then we have:

(X ′
β)

′ ⊂ Xτ0 ⊂ X
′∗.

Lemma 3.14 (Kōmura and Furuya [9, Lemma 5]). Let x′′ ∈ X ′′. x′′ ∈ Xτ0 if and
only if x′′ is σ(X ′, X)-continuous on every τ0-equi-continuous set {Uo

p |Up ∈ Uτ0}.
Here Uo

p is a polar set of Up.

Corollary 3.15. If X is a Banach space, we have X ′′ = Xτ0.

4. Existence of weak limit of unitary groups in abstract case

Let (H, ∥ · ∥), or simply H, denote a Hilbert space with norm ∥ · ∥. Instead of
the convergence of subsequences we use the convergence of filters. We consider an
infinite semi-ordered index set A = {α}. We assume that there exists an ultra-filter
Φ of infinite subsets of A satisfying

(4.1) ∀ϕ ∈ Φ, ∀α ∈ A, ∃α′ ∈ ϕ : α′ ≻ α.

In the following {Φ} denotes the family of ultra-filters whose element satisfies (4.1).

Remark 4.1. Note that we can use subsequences {αk}∞k=1 instead of ultra-filters,
if H is separable.

Let a family {Tα(t) | − ∞ < t < ∞}α∈A of groups of unitary operators in H be
given. Let Aα denote the generator of {Tα(t)} :

d

dt
Tα(t)φ = AαTα(t)φ, φ ∈ D(Aα).

Definition 4.2. For an ultra-filter Φ satisfying (4.1), the operators (I−AΦ)
−1 and

TΦ(t) are defined as follows :

(4.2) (I −AΦ)
−1f = w- lim

α∈ϕ∈Φ
(I −Aα)

−1f for ∀f ∈ H,

(4.3) TΦ(t)φ = w- lim
α∈ϕ∈Φ

Tα(t)φ for ∀φ ∈ H.

In this section we shall show the existence of a semigroup {TΦ(t)} in (4.3). As is
well known, iAα is self-adjoint : ⟨Aαφ,ψ⟩ = −⟨φ,Aαψ⟩ for φ,ψ ∈ D(Aα), and the
resolvent (I − Aα)

−1 is a contraction : ∥(I − Aα)
−1∥ ≤ 1. Since a bounded subset

of H is relatively σ(H,H)-compact, ∥(I − Aα)
−1φ∥ ≤ ∥φ∥ and ∥Tα(t)φ∥ = ∥φ∥,

there exist w- limα∈ϕ∈Φ(I−Aα)
−1φ and w- limα∈ϕ∈Φ Tα(t)φ. Hence (I−AΦ)

−1 and
TΦ(t) are well defined. Note that AΦ may be multi-valued. The following condition
implies AΦ is single-valued, which will be verified later (See.Theorem 4.7).
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Condition 4.3. There exist a dense subspace H0 of H satisfying H0 ⊂
∩

α∈ϕD(Aα)
and a linear operator A0 : H0 −→ H such that

(4.4) ∀ψ ∈ H0, ∃α(ψ) ∈ A : A0ψ = Aαψ for ∀α ≻ α(ψ).

By definition, (4.2) means

∀f ∈ H, ∀ε > 0, ∀Cβ ∈ C, ∃ϕ ∈ Φ : sup
α∈ϕ,φ∈Cβ

|⟨(I −AΦ)
−1f − (I −Aα)

−1f, φ⟩| < ε.

Lemma 4.4. For a fixed f ∈ H, put

(4.5) φα = (I −Aα)
−1f and φΦ = (I −AΦ)

−1f.

Under the condition 4.3, we have
(a) Let

f = (I −A0)φ for φ ∈ H0

then
φ = lim

α∈ϕ∈Φ
(I −Aα)

−1f.

(b) Let

(4.6) φα = (I −Aα)
−1f and φΦ = w- lim

α∈ϕ∈Φ
φα,

then

(4.7) w - lim
α∈ϕ∈Φ

Aαφα = AΦφΦ.

Moreover if AΦ is single-valued, it follows that

(4.8) H0 ⊂ D(AΦ), AΦ|H0 = A0

and

(4.9) ⟨AΦφ,ψ⟩ = −⟨φ,A0ψ⟩ for ∀φ ∈ D(AΦ) and ∀ψ ∈ H0.

Proof. Since f = (I − Aα)φα for any α ∈ ϕ ∈ Φ such that α ≻ α(φ), we have
φα = (I−Aα)

−1f . This implies (a). By the definition of AΦ, we have φΦ ∈ D(AΦ).
Thus (4.8) is verified. (4.5) and (4.6) mean

(4.10) φΦ −AΦφΦ = f, φα −Aαφα = f and φΦ = w- lim
α∈ϕ∈Φ

φα.

Therefore (4.7) follows from Aαφα = φα− f
τ0−→ φΦ− f = AΦφΦ by (4.10). At last

we shall show (4.9). Note that φ ∈ D(AΦ) means

∃f ∈ H : φα −Aαφα = f, φ = w- lim
α∈ϕ∈Φ

φα.

Since Aαψ = A0ψ for α ≻ α(ψ) such that α ∈ ϕ ∈ Φ, we have

⟨Aαφα, ψ⟩ = −⟨φα, Aαψ⟩ = −⟨φα, A0ψ⟩ −→ −⟨φ,A0ψ⟩, ∀ψ ∈ H0.

�
From Definition 4.2 and Lemma 4.4 we obtain the following proposition:



FORMALLY SELF-ADJOINT SCHERÖDINGER OPERATORS WITH POTENTIA 1009

Proposition 4.5. Under the condition 4.3, the range of (I − AΦ)
−1 : R((I −

AΦ)
−1) = (I −AΦ)

−1H is dense in H.

We cite Theorem 9 in [9] as Theorem 4.6. Let X be a reflexive Banach space and
{Tα(t)}α∈A be a family of contraction C0-semigroups in X.

Theorem 4.6 (Kōmura and Furuya [9, Theorem 9]). Suppose for some filter Φ

(4.11) ∀f ∈ X, ∃φΦ = w- lim
α∈ϕ∈Φ

(I −Aα)
−1f.

Thus the operator (I−AΦ)
−1 is defined. If the range R((I−AΦ)

−1) is dense in X,
AΦ is a densely defined closed operator and generates a semigroup {TΦ(t)} :

(4.12) w- lim
α∈ϕ∈Φ

Tα(t)x = TΦ(t)x, for ∀x ∈ X.

Moreover, we have {TΦ(t)} is a contraction C0-semigroup in X.

Theorem 4.7. Under condition 4.3, AΦ is a closed operator and generates a con-
traction C0-semigroup {TΦ(t)}.
Proof. Since the range R((I−AΦ)

−1) is dense in H by Proposition 4.5, our Theorm
follows from Theorem 4.6. �

5. Approximations

5.1. Approximation by bounded domains. Let D = {D} be the maximum
family such that each element D ⊂ D ⊂ RN\N is a finite union of connected
bounded open sets. For D ∈ D, L2(D;C) denotes the L2-space on D to C and

H(1)(D;C) denotes the Sobolev space of L2-functions with first distributional deriva-

tives also in L2 onD to C. H(2)(D;C) denote the Sobolev space of L2-functions with
first and second distributional derivatives also in L2 on D to C with norm ∥ · ∥(2).
H

(1)
0 (D;C) is defined as the closure in H(1)(D;C) of C∞

0 (D;C). For U ∈ L∞(D;R),
the functional ΨD(φ) ≡ 1

2∥(−△)−1/2φ∥2 + 1
2∥
√
U + Cφ∥2 is lower semicontinuous

and convex, where C = max{0,−ess inf U}. The domain of ΨD is H(1)(D;C).

Definition 5.1. We denote by ΨD
0 if the domain of ΨD is restricted to the closure

of C∞
0 (D;C) : D(ΨD

0 ) = H
(1)
0 (D;C).

Definition 5.2. Let Ψ : H →] − ∞,+∞] be a propery convex function. The
subdifferential of Ψ is the (possibly multivalued) operator ∂Ψ : H → H defined by

∂Ψ(x) = {w ∈ H; Ψ(x)−Ψ(v) ≤ (w, x− v), ∀v ∈ H}.
Since

−∂ΨD
0 = △− U − C and D(∂ΨD

0 ) = H
(1)
0 (D;C)

∩
H(2)(D;C),

the equation in L2(D;C) with Dirichlet condition is written as

(5.1)
d

dt
uD(t) = −i∂ΨD

0 (uD(t))
(
= i(△− U − C)uD(t)

)
and uD(0) = φ.

If the boundary ∂D of D is smooth, the normal derivative ∂n is defined on ∂D, and
we have

−∂ΨD = △− U − C where D(∂ΨD) = {φ ∈ H(2)(D;C)
∣∣ ∂nφ|∂D = 0}.
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Hence the equation in L2(D;C) with (generalized) Neumann condition is written
as

(5.2)
d

dt
uD(t) = −i∂ΨD(uD(t)) and uD(0) = φ.

The semigroup {TD(t)}, TD(t)φ = e−iCtuD(t), of solution family to (5.1) or (5.2) is
a group of unitary operators, respectively. We define an order in D as follows :

(5.3) Dα, Dβ ∈ D : Dα ≺ Dβ ⇐⇒ Dα ⊂ Dβ.

We consider an ultra-filter Φ = {ϕ} whose element ϕ consists of infinite subsets of
D satisfying (4.1) for A = D in the next section :

lim
D∈ϕ∈Φ

D =
∪

D∈ϕ∈Φ
D = RN\N .

Proposition 5.3. We define an operator TΦ(t) for TD(t) associated with (5.1) or
(5.2) by

(5.4) TΦ(t)φ = w- lim
D∈ϕ∈Φ

TD(t)φ
(
= τ0- lim

D∈ϕ∈Φ
TD(t)φ

)
for ∀φ ∈ L2(RN ;C).

Then {TΦ(t)} is a contraction semigroup.

The proof is given in the next section.

5.2. More general approximation {Um,n}m,n∈N. For an approximation of U
more general than (1.2) :

Um,n(x) =


m if m < U(x),

U(x) if −n ≤ U(x) ≤ m, for m,n ∈ N.
−n if U(x) < −n,

(5.5)

the result is almost the same as the case of approximation {Un}n∈N.

Theorem 5.4 (Furuya [4, Theorem 9]). For any U ∈ L∞(RN \N ;R), there exists a
closed extension of i(△−U)|C∞

0 (RN\N ;C) in L
2(RN ;C) to L2(RN ;C) which generates

a contraction C0-semigroup {T (t) | t ≥ 0} such that

(5.6) T (t)φ = w - lim
n→∞

Tm,n(t)φ
(
= τ0- lim

m,n→∞
Tm,n(t)φ

)
for ∀φ ∈ L2(RN ;C),

where Tm,n(t)φ is the solution to

(5.7)
d

dt
um,n(t) = Am,num,n(t), um,n(0) = φ where Am,n = i(△− Um,n)

and w-lim means the weak convergence.

In this paper, for simplicity we discuss the case of {Un}n∈N.

Example 5.5. We shall show (2.7) and (5.4) give different solutions in a certain

case. We consider the one-dimensional case : N = 1. Let U(x) = |x|−1/3. In this
case, △−U is essentially self-adjoint, hence, the resolvent of An converges to that of
the minimal closed extension Ā of (i△− iU)|C∞

0 (R\N ) and Ā = i(△− U) generates

a unitary group {T (t)}. Fix an initial data φ, with supp φ ⊂ (0,∞). We have
T (t)φ|(−∞,0] ̸= 0 for t > 0 in general.
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On the other hand, N = {0}. We may assume Φ consists of subsets of D =
{D(r) = (−∞,−r)

∪
(r,∞)

∣∣ r > 0}. The solution uD(r) to (5.1) satisfies Dirichlet
condition : uD(r)(t, r) = 0 for all t > 0. Moreover uD(r)(t, x) = 0 for all x ∈
(−∞,−r). uD(r)(t) converges to the solution uΦ(t) satisfying uΦ(t, 0) = 0 for all
x ∈ (−∞, 0]. Thus we have

T (t)φ ̸= τ0- lim
D∈ϕ∈Φ

TD(t)φ.

6. Weak limit of unitary groups

6.1. Existence in L2 case. In this section we shall show the existence of a semi-
group {TΦ

t } in (4.3).

Theorem 6.1. For each approximation {An}, {AD} or {Am,n}, the limit TΦ(t) =
limΦ exp(tAn), limΦ exp(tAD) or limΦ exp(tAm,n) exists and {TΦ(t)} is a contrac-
tion C0-semigroup. Here AD = ∂ΦD

0 in (5.1) or ∂ΦD in (5.2).

Lemma 6.2. Condition 1 is satisfied for H0 = C∞
0 (RN\N ;C).

Proof. We have for any ψ ∈ C∞
0 (RN\N ), there exists D ∈ D and Bm such that

supp ψ ⊂ D ⊂ Bm, where Bm is defined in (2.4), and if supp ψ ⊂ D ⊂ Bm then
we have Unψ = Umψ and Anψ = Amψ for all n > m. Thus for the case of {An}
Condition 1 is satisfied for α(ψ) = m. For the case of {AD} and {Am,n}, the proof
is the same. �

We consider an ultra-filter D1 = {δ} by the order (5.3) whose element ϕ consists
of infinite subsets of D. D1 satisfies (4.1) and

(6.1) lim
D∈δ∈D1

D =
∪

D∈δ∈D1

D = RN\N .

Lemma 6.3. Let φΦ = w- limm∈ϕ1∈Φ(I−Am)−1f for f ∈ L2(RN ;C). Then on any
fixed D ∈ D, the filter {φm

∣∣ φm = (I −Am)−1f,m ∈ ϕ ∈ Φ} strongly converges to
φΦ on D, that is,

(6.2) ∀D ∈ D, ∀ε > 0, ∃ϕ ∈ Φ :
∥∥(φΦ − φm)

∣∣
D

∥∥ < ε for all m ∈ ϕ,

and the filter {φΦ|D
∣∣ D ∈ D1} strongly converges to φΦ, that is,

(6.3) ∀ε > 0, ∃D ∈ D such that
∥∥φΦ − φΦ

∣∣
D

∥∥ < ε.

Proof. (6.3) is trivial. We shall show (6.2). By (2.5) we have ∃Bl : D ⊂ Bl. (For
the definition of Bn, see (2.4)). Note that for l < m if D ⊂ Bl and D ⊂ Bm then

(6.4)
(
(I −Am)φ

)
(x) =

(
(I −Al)φ

)
(x) for ∀x ∈ D.

In fact, for φ ∈ D(Al), the relation supp φ ⊂ D ⊂ Bl ⊂ Bm implies Ul = Um on D,
that is, Al = Am on D. �

Hence for m > l, we have∫
D
|(I−Al)φm(x)|2dx =

∫
D
|(I−Am)φm(x)|2dx ≤

∫
RN

|(I−Am)φm(x)|2dx = ∥f∥2.
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That is, {φm|D
∣∣ m ∈ ϕ} is contained in a bounded subset of H(2)(RN ;C)|D ≡

{φ|D
∣∣ φ ∈ H(2)(RN ;C)}, since two norms ∥ · ∥(2) and ∥ · ∥l = ∥(I − Al)

−1 · ∥
are equivalent on H(2)(RN ;C)|D. A closed bounded subset of H(2)(RN ;C)|D is a
compact subset of L2(D;C), since D is bounded in RN . Since the filter {φm|D

∣∣m ∈
ϕ ∈ Φ} is weakly convergent in L2(D;C), it is strongly convergent in L2(D;C).

Proposition 6.4. Let A = AΦ with domain D(A) = H
(2)
loc (R

N\N ;C). Then A is a

closed operator from L2
loc(RN\N ;C) to L2

loc(RN\N ;C).

Proof. Proof follows from Lemma 6.3. �

Proof of Theorem 6.1. From Lemma 6.2, Proposition 6.4 and Theorem 4.7 we obtain
Thorem 6.1. �

6.2. Uniqueness of TΦ(t). In this subsection we shall show the uniqueness of TΦ(t)
in (4.3) for the approximative equation (2.6).

Let Φ =
{
ϕ = {nk}

∣∣ nk ∈ N
}

be an ultra-filter of subsequences of natural
numbers.

Theorem 6.5. TΦ(t), defined in (4.3) , is independ of the choice of Φ for the
approximation Un(x) = min{n,max{−n,U(x)}}.

Proof. From Theorem 4.7 it is sufficient to show the generator AΦ is independent
of Φ. We make the following Assumption:

Assumption 6.6. AΦ1 ̸= AΦ2 for two ultra-filters Φ1 and Φ2 with Φ1 ̸=Φ2.

In the following we shall show that Assumption 6.6 implies a contradiction.
We shall begin with several Lemmas.

Lemma 6.7. Suppose TΦ1(t) ̸= TΦ2(t). There exists φ0 ∈ C∞
0 (RN\N ;C) which

satisfies

(6.5) ∃t1 > 0, ∃c0 > 0 such that
d

dt
∥TΦ1(t)φ0 − TΦ2(t)φ0∥

∣∣∣
t=t1

≥ c0.

Proof. If TΦ1(t)φ = TΦ2(t)φ for ∀φ ∈ C∞
0 (RN\N ;C), we have TΦ1(t) = TΦ2(t),

since C∞
0 (RN\N ;C) is dense in L2(RN ;C). Thus there exisits φ0 ∈ C∞

0 (RN\N ;C)
such that TΦ1(t)φ0 ̸= TΦ2(t)φ0 for some t > 0. Since φ0 ∈ C∞

0 (RN\N ;C) ⊂
D(AΦ1)

∩
D(AΦ2),

d
dtTΦ1(t)φ0 and d

dtTΦ2(t)φ0 are continuous in t, and hence
d
dt∥TΦ1(t)φ0 − TΦ2(t)φ0∥ is continuous in t. Thus there exists t0 > 0 such that

(6.6) 0 < ∥TΦ1(t0)φ0 − TΦ2(t0)φ0∥ =

∫ t0

0

d

dt
∥TΦ1(t)φ0 − TΦ2(t)φ0∥dt.

If d
dt∥TΦ1(t)φ0−TΦ2(t)φ0∥ ≤ 0 for ∀t ∈ [0, t0], we have ∥TΦ1(t0)φ0−TΦ2(t0)φ0∥ ≤ 0.

This is cotradiction to (6.6) and (6.5) is verified. �

Put φ1 = TΦ1(t1)φ0 and φ2 = TΦ2(t1)φ0. (6.5) means

(6.7)
d

dt
∥TΦ1(t)φ1 − TΦ2(t)φ2∥

∣∣
t=0

≥ c0 > 0.



FORMALLY SELF-ADJOINT SCHERÖDINGER OPERATORS WITH POTENTIA 1013

Note that φ1 ∈ D(AΦ1) and φ2 ∈ D(AΦ2).

Case 1. In the case that φ2 ∈ D(AΦ1). This means d+

dt TΦ1(t)φ2

∣∣
t=0

exists, where
d+

dt denotes the right derivative:

d+

dt
f(t) = lim

h↓0

(f(t+ h)− f(t))

h
.

We have

(6.8)
d+

dt
∥TΦ1(t)φ1 − TΦ1(t)φ2∥

∣∣∣
t=0

≤ 0,

or equivalently,

Re
d+

dt
⟨TΦ1(t)φ2 − TΦ1(t)φ1, φ2 − φ1⟩

∣∣∣
t=0

(6.9)

=
1

2

d+

dt
∥TΦ1(t)φ1 − TΦ1(t)φ2∥2

∣∣∣
t=0

≤ 0,

since TΦ1(t) is a contraction. In fact,

∥TΦ1(h) (TΦ1(t)φ1 − TΦ1(t)φ2) ∥ ≤ ∥TΦ1(t)φ1 − TΦ1(t)φ2∥ for ∀h > 0,

implies

1

h

(
∥TΦ1(t+ h)φ1 − TΦ1(t+ h)φ2∥ − ∥TΦ1(t)φ1 − TΦ1(t)φ2∥

)
≤ 0 for ∀h > 0.

From this the relation (6.12) follows. Note that the left hand of (6.8) exists since
d+

dt TΦ1(t)φ1

∣∣
t=0

and d+

dt TΦ1(t)φ2

∣∣
t=0

exist for φ1, φ2 ∈ D(AΦ1). We have

∥TΦ1(h)φ2 − TΦ2(h)φ2∥ − ∥φ2 − φ2∥+ ∥TΦ1(h)φ1 − TΦ1(h)φ2∥ − ∥φ1 − φ2∥
≥ ∥TΦ1(h)φ1 − TΦ2(h)φ2∥ − ∥φ1 − φ2∥.

Hence

d+

dt
∥TΦ1(t)φ2 − TΦ2(t)φ2∥

∣∣
t=0

+
d+

dt
∥TΦ1(t)φ1 − TΦ1(t)φ2∥

∣∣
t=0

≥ d+

dt
∥TΦ1(t)φ1 − TΦ2(t)φ2∥

∣∣
t=0

.

We have by (6.7) and (6.8)

d+

dt
∥TΦ1(t)φ2 − TΦ2(t)φ2∥

∣∣
t=0

≥ d+

dt
∥TΦ1(t)φ1 − TΦ2(t)φ2∥

∣∣
t=0

− d+

dt
∥TΦ1(t)φ1 − TΦ1(t)φ2∥

∣∣
t=0

> 0.

Hence

Re⟨(AΦ2 −AΦ1)φ2, φ2⟩ = Re
d+

dt
⟨(TΦ2(t)− TΦ1(t))φ2, φ2⟩

∣∣∣
t=0

(6.10)

=
1

2

d+

dt
∥(TΦ2(t)− TΦ1(t))φ2∥2

∣∣∣
t=0

> 0.
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Thus we have AΦ2φ2 ̸= AΦ1φ2. Since C∞
0 (RN\N ;C) is dense in L2(RN ;C), there

exists ψ ∈ C∞
0 (RN\N ;C) such that

⟨(AΦ2 −AΦ1)φ2, ψ⟩ ̸= 0.

Nevertheless, from (6.11) of lemma 6.8 we obtain that

⟨(AΦ2 −AΦ1)φ2, ψ⟩ = ⟨φ2, (
tAΦ2 − tAΦ1)ψ⟩ = −⟨φ2, (A0 −A0)ψ⟩ = 0.

This is a contradiction.

Lemma 6.8. Let A0 = A|C∞
0 (RN\N ;C) (see Condition 1). We have

(6.11) A0 = −tAΦ1 |C∞
0 (RN\N ;C) = −tAΦ2 |C∞

0 (RN\N ;C).

Proof. Proof follows from (4.9) by Lemma 6.2. �

Corollary 6.9. Let f ∈ L2(RN ;C) and ψ ∈ C∞
0 (RN\N ;C). Then ⟨TΦ2(t)f, ψ⟩ is

differentiable in t ≥ 0 :

d

dt
⟨TΦ2(t)f, ψ⟩ = ⟨TΦ2(t)AΦ2f, ψ⟩ = ⟨f, t(TΦ2(t)

tAΦ2)ψ⟩ = −⟨f, tTΦ2(t)A0ψ⟩.

Case 2. In the case that φ2 /∈ D(AΦ1).
This means

(6.12) ∥AΦ1φ2∥2 = lim
D∈δ∈D1

∫
D
|AΦ1φ2|2dx = ∞,

since φ2 ∈ D(AΦ2) ⊂ H
(2)
loc (R

N\N ;C) and AΦ1φ2 = A0φ2 ∈ L2
loc(RN\N ;C) by

Proposition 6.4.

Lemma 6.10. There exists δ > 0 such that

(6.13) 0 < Re
d

dt
⟨TΦ2(t)φ2 − TΦ1(t)φ1, ψ⟩

∣∣
t=0

,

if ∥φ2 − φ1 − ψ∥ < δ and ψ ∈ C∞
0 (RN\N ;C).

Proof. Let δ satisfy

0 < δ <
c0∥φ2 − φ1∥

2∥AΦ2φ2 −AΦ1φ1∥
.

From Lemma 6.7 we have

c0∥φ2 − φ1∥ ≤ 1

2

d

dt
∥TΦ1(t)φ1 − TΦ2(t)φ2∥2

∣∣
t=0

= Re
d

dt
⟨TΦ2(t)φ2 − TΦ1(t)φ1, φ2 − φ1⟩

∣∣
t=0

≤ Re⟨AΦ2φ2 −AΦ1φ1, ψ⟩+ |Re⟨AΦ2φ2 −AΦ1φ1, φ2 − φ1 − ψ⟩|
≤ Re⟨AΦ2φ2 −AΦ1φ1, ψ⟩+ ∥AΦ2φ2 −AΦ1φ1∥ · ∥φ2 − φ1 − ψ∥

< Re⟨AΦ2φ2 −AΦ1φ1, ψ⟩+
1

2
c0∥φ2 − φ1∥, if ∥φ2 − φ1 − ψ∥ < δ.
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Thus we obtain that

0 <
1

2
c0∥φ2 − φ1∥ < Re⟨AΦ2φ2 −AΦ1φ1, ψ⟩.

�
Lemma 6.11. Let δ be in Lemma 6.10. Then there exists ψ1 ∈ D(AΦ1) with
∥φ2 − φ1 − ψ1∥ < δ, such that

(6.14) Re
d

dt
⟨TΦ1(t)φ2 − TΦ1(t)φ1, ψ1⟩

∣∣
t=0

= Re⟨AΦ1φ2 −AΦ1φ1, ψ1⟩ ≤ 0,

where

d

dt
⟨TΦ1(t)φ2−TΦ1(t)φ1, ψ1⟩ =

d

dt
⟨φ2−φ1,

tTΦ1(t)ψ1⟩
(
= ⟨φ2 − φ1,

d

dt
tTΦ1(t)ψ1⟩

)
.

Proof. We recall ∥AΦ1φ2∥ = ∞ (see (6.12)). That is, for any L > 0 and δ in
Lemma 6.10, there exists ψε ∈ C∞

0 (RN\N ;C) such that |⟨AΦ1φ2−AΦ1φ1, ψε⟩| > L
and ∥ψε∥ < δ/2. Therfore ⟨AΦ1φ2 −AΦ1φ1, e

iθψε⟩ < −L for some real θ.
For ψ0 ∈ C∞

0 (RN\N ;C) satisfying ∥φ2 − φ1 − ψ0∥ < δ/2, put

L := |⟨AΦ1(φ2 − φ1), ψ0⟩|.
For ψ1 = ψ0 + eiθψε we have ∥φ2 − φ1 − ψ1∥ < δ. Hence by Lemma 6.10

Re⟨AΦ1φ2 −AΦ1φ1, ψ1⟩ = Re⟨AΦ1φ2 −AΦ1φ1, ψ0 + eiθψε⟩

≤ |⟨AΦ1φ2 −AΦ1φ1, ψ0⟩|+ ⟨AΦ1φ2 −AΦ1φ1, e
iθψε⟩

≤ L− L = 0.

�
Lemma 6.12. For ψ1 ∈ C∞

0 (RN\N ;C) in Lemma 6.11 we have

(6.15) Re
d

dt
⟨(TΦ2(t)− TΦ1(t))φ2, ψ1⟩

∣∣
t=0

> 0,

where d
dt⟨(TΦ2(t)− TΦ1(t))φ2, ψ1⟩ = d

dt⟨φ2,
(
tTΦ2(t)− tTΦ1(t)

)
ψ1⟩.

Proof. By using (6.13) and (6.14) we get

0 < Re
d

dt
⟨TΦ2(t)φ2 − TΦ1(t)φ1, ψ1⟩

∣∣
t=0

+ Re
d

dt
⟨TΦ1(t)φ1 − TΦ1(t)φ2, ψ1⟩

∣∣
t=0

= Re
d

dt
⟨TΦ2(t)φ2 − TΦ1(t)φ2, ψ1⟩

∣∣
t=0

.

�
On the other hand, from Lemma 6.8 and Corollary 6.9 it follows that

Re
d

dt
⟨TΦ2(t)φ2 − TΦ1(t)φ2, ψ1⟩

∣∣
t=0

= Re⟨φ2, (
tAΦ2 − tAΦ1)ψ1⟩

= Re⟨φ2, (A0 −A0)ψ1⟩ = 0.

This is a contradiction to (6.15). Thus in both cases we get a contradiction and the
proof of Theorem 6.5 is complete. �
Proof of Theorem 2.1. Now Theorem 2.1 follows from Theorem 4.7 and Theorem
6.5, since the weak topology is equal to τ0 on a bounded set of L2. �
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7. Previous result

Note that for U ∈ C(RN\N ,R+), R+ = {x ∈ R : x ≥ 0}, the functional Ψ(φ) ≡
1
2∥∇φ∥

2+ 1
2∥
√
Uφ∥2 is lower semicontinuous and convex. The subdifferential ∂Ψ of

Ψ is a self-adjoint positive operator. (In this case ∂Ψ is single-valued.) Our previous
result is that:

Theorem 7.1 (Furuya [4, Theorem 6]). If a function U ∈ C(RN\N ;R+) then the
Schrödinger equation

d

dt
u(t) = −i∂Ψ(u(t))

(
= i(△− U)u(t)

)
and u(0) = φ ∈ D(∂Ψ)

has a unique solution. The operator family {T (t)} defined by T (t)φ = u(t) is
uniquely extended to a group of unitary operators {T (t)}.

In this case {Tn(t)φ} defined by (2.6) weakly converges to {T (t)φ} and

∥φ∥ = lim
n→∞

∥Tn(t)φ∥ ≥ ∥ lim
n→∞

Tn(t)φ∥ = ∥T (t)φ∥ = ∥φ∥,

hence lim ∥T (t)φ∥ = ∥ limn→∞ Tn(t)φ∥ and {Tn(t)φ} strongly converges to {T (t)φ}.
Note that D(Ψ) ≡ {φ ∈ L2(RN ;C)

∣∣ Ψ(φ) <∞}, effective domain of Ψ, is a Hilbert

space with respect to the norm ∥φ∥ =
√

Ψ(φ).
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