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We will focus on another type of projection methods proved by Takahashi, Takeuchi,
and Kubota [22], which is called the shrinking projection method.

Theorem 1.1 (Takahashi-Takeuchi-Kubota [22]). Let H be a real Hilbert space and
C a nonempty closed convex subset of H. Let T be a nonexpansive mapping of C
into itself such that F (T ) = {z ∈ C : z = Tz} is nonempty. Let {αn} be a sequence
in [0, a], where 0 < a < 1. For a point x ∈ H chosen arbitrarily, generate a sequence
{xn} by the following iterative scheme: x1 ∈ C, C1 = C, and

yn = αnxn + (1− αn)Txn,

Cn+1 = {z ∈ C : ∥z − yn∥ ≤ ∥z − xn∥} ∩ Cn,

xn+1 = PCn+1x

for n ∈ N. Then, {xn} converges strongly to PF (T )x ∈ C, where PK is the metric
projection of H onto a nonempty closed convex subset K of H.

We remark that the original result of the theorem above deals with a family of
nonexpansive mappings, and it has been generalized to the setting of Banach spaces;
see also Kimura, Nakajo, and Takahashi [11], Kimura and Takahashi [12].

In this paper, we study an iterative scheme for a finite family of nonexpansive
mappings. The approximating sequence is generated by the shrinking projection
method with errors. In the practical calculation, it is a task of difficulty to calcu-
late the exact value of metric projections which is required to obtain the iterative
sequence by this method. We consider an error for obtaining the value of metric
projections and show that the sequence still has a nice property for approximating
a common fixed point of the mappings. The technique we used in the main result
has been proposed in [9, 10]. We emphasize that, in the proposed iterative scheme,
we do not need to suppose any summability condition for the error terms.

2. Preliminaries

In what follows, we always assume that Hilbert spaces are over the real scalar
field. and we denote by N the set of positive intergers.

Let H be a Hilbert space with the norm ∥·∥ and the inner product ⟨·, ·⟩. For
x1, x2, . . . , xm ∈ H and α1, α2, . . . , αm ∈ [0, 1] with

∑m
k=1 αk = 1, it follows from

the parallelogram law that∥∥∥∥∥
m∑
k=1

αkxk

∥∥∥∥∥
2

=
m∑
k=1

αk ∥xk∥2 −
m∑

l=k+1

m−1∑
k=1

αkαl ∥xk − xl∥2 .

Let C be a nonempty subset of H. A mapping T : C → H is said to be nonex-
pansive if ∥Tx− Ty∥ ≤ ∥x− y∥ for all x, y ∈ C. A point z ∈ C is called a fixed
point of T if it holds that z = Tz. The set of all fixed point of T is denoted by
F (T ). We know that if C is closed and convex, then so is F (T ).

Let C be a nonempty closed convex subset of H and u ∈ H. Then, there exists
a unique point zu ∈ C such that

∥u− zu∥ = inf
z∈C

∥u− z∥ .
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Using this correspondence, we can define the mapping PC : H → C by u 7→ zu
for each u ∈ H and call it the metric projection onto C. We know that PC is
nonexpansive.

The following lemma is easily deduced from the theorem proved by Tsukada [24].

Lemma 2.1 (Tsukada [24]). Let {Cn} be a sequence of nonempty closed convex
subsets of a Hilbert space H such that Cn+1 ⊂ Cn for every n ∈ N. Let u be a point
in H. Then, if C0 =

∩∞
n=1Cn is nonempty, then the sequence {PCnu} of metric

projections onto the subsets {Cn} of u converges strongly to PC0u.

3. The shrinking projection method with errors

We obtain an iterative scheme approximating a solution to the common fixed
point problem for a finite family of nonexpansive mappings. We consider calculation
errors for the metric projections used in the scheme. The main result shows that, for
an iterative sequence {xn}, we are able to estimate an upper bound of the sequence
{∥xn − Tkxn∥} for each mapping Tk without any summability conditions for the
error terms.

Theorem 3.1. Let C be a nonempty bounded closed convex subset of a Hilbert space
H with D = diamC = supx,y∈C ∥x− y∥ < ∞, and let {T1, T2, . . . , Tm} be a finite
family of nonexpansive mappings of C to H such that

∩m
k=1 F (Tk) is nonempty.

Let {αn,k : n ∈ N, k ∈ {1, 2, . . . ,m}} be a family of positive real numbers such that∑m
k=1 αn,k = 1. Let αk = lim infn→∞ αn,k > 0 for k ∈ {1, 2, . . . ,m}. Let {ϵn} be

a nonnegative real sequence such that ϵ0 = lim supn→∞ ϵn < ∞. For given u ∈ H,
generate an iterative sequece {xn} as follows: x1 ∈ C such that ∥x1 − u∥ < ϵ1,
C1 = C,

yn =
m∑
k=1

αn,kTkxn,

Cn+1 = {z ∈ C : ∥yn − z∥ ≤ ∥xn − z∥} ∩ Cn,

xn+1 ∈ Cn+1 such that ∥xn+1 − u∥2 ≤ d(u,Cn+1)
2 + ϵ2n+1

for n ∈ N. Then

lim sup
n→∞

∥xn − Tkxn∥ ≤
(
2 +

4D(m− 1)

αk

)
ϵ0

for each k ∈ {1, 2, . . . ,m}. Further, if ϵ0 = 0, then {xn} converges strongly to
P∩m

k=1 F (Tk)u ∈
∩m

k=1 F (Tk).

Proof. Let F =
∩m

k=1 F (Tk). First we show that Cn is a closed convex subset such
that F ⊂ Cn for every n ∈ N by induction. It is trivial that F ⊂ C1 = C and a given
point x1 is defined. It is also obvious that Cn is closed and convex for any n ∈ N.
Suppose that each of C1, C2, . . . , Cj contains F . Then, since Cj is nonempty, we
can choose a point xj ∈ Cj satisfying the condition in the theorem. Then yj and
Cj+1 is also defined. Let z ∈

∩m
k=1 F (Tk). Since it follows that

∥yj − z∥ =

∥∥∥∥∥
m∑
k=1

αj,kTkxj − z

∥∥∥∥∥ ≤
m∑
k=1

αj,k ∥Tkxj − z∥ ≤ ∥xj − z∥ ,
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we have that z ∈ Cj+1. Thus we have that F ⊂ Cj+1. Hence {Cn} is a sequence of
nonempty closed convex subset of H such that F ⊂

∩∞
n=1Cn.

Next, Let C0 =
∩∞

n=1Cn and let wn = PCnu for each n ∈ N. Then, since {Cn} is
decreasing with respect to inclusion and C0 ⊃ F ̸= ∅, we obtain that {wn} converges
strongly to w0 = PC0u by Lemma 2.1. From the definition of the metric projection,
we have that

∥xn − u∥2 ≤ d(u,Cn)
2 + ϵ2n = ∥u− wn∥2 + ϵ2n

for n ∈ N. Since xn ∈ Cn and wn = PCnu, we have that

0 ≤ 2 ⟨u− wn, wn − xn⟩

= ∥u− xn∥2 − ∥u− wn∥2 − ∥wn − xn∥2

and hence

∥wn − xn∥2 ≤ ∥u− xn∥2 − ∥u− wn∥2 ≤ ϵ2n

for any n ∈ N. Letting δn = ∥wn − w0∥ for every n ∈ N, we obtain that limn→∞ δn =
0 and since w0 ∈ C0, it follows that

∥yn − w0∥ ≤ ∥xn − w0∥
≤ ∥xn − wn∥+ ∥wn − w0∥
≤ ϵn + δn

for all n ∈ N. Then, for z ∈ F and n ∈ N, we have that

∥yn − z∥2 =

∥∥∥∥∥
m∑
k=1

αn,kTkxn − z

∥∥∥∥∥
2

=

m∑
k=1

αn,k ∥Tkxn − z∥2 −
m∑

l=k+1

m−1∑
k=1

αn,kαn,l ∥Tkxn − Tlxn∥2

≤ ∥xn − z∥2 −
m∑

l=k+1

m−1∑
k=1

αn,kαn,l ∥Tkxn − Tlxn∥2 .

Thus, for k, l ∈ {1, 2, . . . ,m} with k ̸= l, we have that

αn,kαn,l ∥Tkxn − Tlxn∥2 ≤ ∥xn − z∥2 − ∥yn − z∥2

≤ (∥xn − z∥+ ∥yn − z∥)(∥xn − z∥ − ∥yn − z∥)
≤ 2D ∥xn − yn∥
≤ 2D(∥xn − wn∥+ ∥wn − w0∥+ ∥w0 − yn∥)
≤ 2D(ϵn + δn + ϵn + δn)

= 4D(ϵn + δn).

So we get that

∥Tkxn − Tlxn∥2 ≤
4D(ϵn + δn)

αn,kαn,l
.
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Therefore, for each k ∈ {1, 2, . . . ,m}, we have that

∥yn − Tkxn∥2 =

∥∥∥∥∥
m∑
l=1

αn,lTlxn − Tkxn

∥∥∥∥∥
2

≤
∑
l ̸=k

αn,l ∥Tlxn − Tkxn∥2

≤
∑
l ̸=k

αn,l
4D(ϵn + δn)

αn,kαn,l

= 4D(ϵn + δn)
∑
l ̸=k

1

αn,k

=
4D(m− 1)(ϵn + δn)

αn,k
.

It follows that

∥xn − Tkxn∥ ≤ ∥xn − wn∥+ ∥wn − w0∥+ ∥w0 − yn∥+ ∥yn − Tkxn∥

≤ ϵn + δn + (ϵn + δn) +

√
4D(m− 1)(ϵn + δn)

αn,k

≤ 2

(
(ϵn + δn) +

√
D(m− 1)(ϵn + δn)

αn,k

)

for every n ∈ N and hence we have that

lim sup
n→∞

∥xn − Tkxn∥ ≤ 2

ϵ0 +

√
D(m− 1)ϵ0

αk


for every k ∈ {1, 2, . . . ,m}.

For the latter part of the theorem, assume ϵ0 = 0. Then, from the last inequality,
we have that

lim
n→∞

∥xn − Tkxn∥ = 0

for k ∈ {1, 2, . . . ,m}. We also have that

0 ≤ lim
n→∞

∥xn − w0∥

≤ lim
n→∞

(∥xn − wn∥+ ∥wn − w0∥)

≤ lim
n→∞

(ϵn + δn)

= ϵ0 = 0,

and thus {xn} converges strongly to w0 = PC0u. Therefore, using the continuity of
Tk, we obtain that

∥w0 − Tkw0∥ = lim
n→∞

∥xn − Tkxn∥ = 0
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and hence w0 ∈ F (Tk) for all k ∈ {1, 2, . . . ,m}. Since w0 = PC0u ∈ F and F ⊂ C0,
we get that

w0 = PC0u = PFu,

which is the desired result. �

As a special case, an approximating sequence of a solution to a fixed point problem
for a single mapping can be generated as follows:

Theorem 3.2. Let C be a nonempty bounded closed convex subset of a Hilbert
space H with D = diamC = supx,y∈C ∥x− y∥ < ∞, and let T : C → H be a
nonexpansive mapping having a fixed point. Let {ϵn} be a nonnegative real sequence
such that ϵ0 = lim supn→∞ ϵn < ∞. For given u ∈ H, generate an iterative sequece
{xn} as follows: x1 ∈ C such that ∥x1 − u∥ < ϵ1, C1 = C,

Cn+1 = {z ∈ C : ∥Txn − z∥ ≤ ∥xn − z∥} ∩ Cn,

xn+1 ∈ Cn+1 such that ∥xn+1 − u∥2 ≤ d(u,Cn+1)
2 + ϵ2n+1

for n ∈ N. Then

lim sup
n→∞

∥xn − Txn∥ ≤ 2ϵ0.

Further, if ϵ0 = 0, then {xn} converges strongly to PF (T )u ∈ F (T ).

We can also obtain the following strong convergence theorem for finding a com-
mon fixed point of a finite family of nonexpansive mappings; see [16].

Theorem 3.3. Let C be a nonempty bounded closed convex subset of a Hilbert space
H and let {T1, T2, . . . , Tm} be a finite family of nonexpansive mappings of C to H
such that

∩m
k=1 F (Tk) is nonempty. Let {αn,k : n ∈ N, k ∈ {1, 2, . . . ,m}} be a family

of positive real numbers such that
∑m

k=1 αn,k = 1. For given u ∈ H, generate an
iterative sequece {xn} as follows: x1 ∈ C, C1 = C,

yn =
m∑
k=1

αn,kTkxn,

Cn+1 = {z ∈ C : ∥yn − z∥ ≤ ∥xn − z∥} ∩ Cn,

xn+1 = PCn+1u

for n ∈ N. Then {xn} converges strongly to P∩m
k=1 F (Tk)u ∈

∩m
k=1 F (Tk).

Proof. Apply Theorem 3.1 with ϵn = 0 for all n ∈ N. �

Remark. In Theorem 3.3, it is easy to see that we do not need the assumption of
the boundedness of C to prove the convergence of the iterative scheme. We only
use this assumption to calculate an upper bound of the sequence {∥xn − Tkxn∥}.
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