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algorithm:

(1.2)

{
x0 = x ∈ C chosen arbitrarily,
xn+1 = αnxn + (1− αn)SPC(xn − λnAxn), ∀n ≥ 0,

where {αn} ⊂ (0, 1) and {λn} ⊂ (0, 2α). It was shown in [23] that, if Fix(S) ∩
VI(C,A) ̸= ∅, then the sequence {xn} generated by (1.2) converges weakly to some
z ∈ Fix(S) ∩ VI(C,A). Further, given a contractive mapping f : C → C, an
α-inverse-strongly monotone mapping A : C → H and a nonexpansive mapping
T : C → C, Jung [10] introduced the following two-step iterative scheme by the
viscosity approximation method

(1.3)

 x0 = x ∈ C chosen arbitrarily,
yn = αnf(xn) + (1− αn)TPC(xn − λnAxn),
xn+1 = (1− βn)yn + βnTPC(yn − λnAyn), ∀n ≥ 0,

where {λn} ⊂ (0, 2α) and {αn}, {βn} ⊂ [0, 1). It was proven in [10] that, if Fix(T )∩
VI(C,A) ̸= ∅, then the sequence {xn} generated by (1.3) converges strongly to
q = PFix(T )∩VI(C,A)f(q).

On the other hand, if C is the fixed point set Fix(T ) of a nonexpansive mapping
T and S is another nonexpansive mapping (not necessarily with fixed points), the
VI (1.1) becomes the variational inequality of finding x∗ ∈ Fix(T ) such that

(1.4) ⟨(I − S)x∗, x− x∗⟩ ≥ 0, ∀x ∈ Fix(T ).

This problem, introduced by Mainge and Moudafi [17,18], is called hierarchical fixed
point problem. It is clear that if S has fixed points, then they are solutions of the
VI (1.4).

If S is a ρ-contraction (i.e., ∥Sx − Sy∥ ≤ ρ∥x − y∥ for some 0 < ρ < 1) the set
of solutions of the VI (1.4) is a singleton and it is well-known as viscosity problem.
This was last introduced by Moudafi [15] and also developed by Xu [26]. In this
case, it is easy to see that solving the VI (1.4) is equivalent to finding a fixed point
of the nonexpansive mapping PFix(T )S, where PFix(T ) is the metric projection on
the closed and convex set Fix(T ).

In the literature, the recent research work shows that variational inequalities
like the VI (1.1) cover several topics, for example, monotone inclusions, convex
optimization and quadratic minimization over fixed point sets; see [13,15,24,26] for
more details.

At present, there are generally two main approaches to the variational inequality.
The first, known as a hierarchical fixed point approach, was introduced by Mainge
and Moudafi [17]. This approach, in the implicit frame, generates a double-index
net {xs,t : (s, t) ∈ (0, 1)× (0, 1)} satisfying the fixed point equation

xs,t = tf(xs,t) + (1− t)(sSxs,t + (1− s)Txs,t)

where f is a ρ-contraction on C. In [17], the authors gave the following theorem.

Theorem 1.1. The net xs,t strongly converges, as t → 0, to xs, where xs satisfies
xs = PFix(sS+(1−s)T )f(xs). Moreover, the net xs, in turn, weakly converges, as
s → 0, to a solution x∞ of the VI (1.4).
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Here, it is worth pointing out that Mainge and Moudafi [17] stated the problem
of the strong convergence of the net xs,t when (t, s) → (0, 0) jointly, to a solution of
the VI (1.4). A negative answer to this question is given in [5].

In [18], Moudafi and Mainge studied the explicit scheme introducing the iterative
algorithm

(1.5) xn+1 = λnf(xn) + (1− λn)(αnSxn + (1− αn)Txn),

where {αn}, {λn} are sequences in (0, 1) and proving the strong convergence to a
solution-point of the VI (1.4).

Theorem 1.2. Assume that the following hold

(P0) Fix(T ) ∩ int(C) ̸= ∅;
(P1) αn = o(λn) and

∑
n αn = ∞;

(P2) limn→∞
αn−αn−1

αnλn
= limn→∞

λn−λn−1

λnλn−1αn
= 0;

(P3) there exist two constants θ and k such that

∥x− Tx∥ ≥ k · dist(x,Fix(T ))θ, ∀x ∈ C;

(P4) λ
1+ 1

θ
n = o(αn).

Suppose that {xn} is bounded. Then {xn} strongly converges to a solution of the VI
(1.4).

A different approach was introduced by Yao, Liou and Marino [28]. That is, their
two-step iterative algorithm generates a sequence {xn} by the explicit scheme

(1.6)

{
yn = βnSxn + (1− βn)xn,
xn+1 = αnf(xn) + (1− αn)Tyn, ∀n ≥ 1.

Theorem 1.3. Let C be a nonempty closed convex subset of a real Hilbert space
H. Let S and T be two nonexpansive mappings on C into itself. Let f : C → C be
a ρ-contraction and {αn} and {βn} two real sequences in (0, 1). Assume that the
sequence {xn} generated by scheme (1.6) is bounded and

(i)
∑∞

n=1 αn = ∞;

(ii) limn→∞
1
αn

| 1
βn

− 1
βn−1

| = 0, limn→∞
1
βn

|1− αn−1

αn
| = 0;

(iii) limn→∞ βn = 0, limn→∞
αn
βn

= 0, limn→∞
β2
n

αn
= 0;

(iv) Fix(T ) ∩ int(C) ̸= ∅;
(v) there exists a constant k > 0 such that ∥x − Tx∥ ≥ k · dist(x,Fix(T )) for

each x ∈ C, where dist(x,Fix(T )) = infy∈Fix(T ) ∥x− y∥.
Then the sequence {xn} strongly converges to x̃ = PΩf(x̃) which solves the VI (1.4).

In addition, if C = Fix(T ) and F (x, y) := ⟨(I − S)x, y − x⟩, the VI (1.4) can be
reformulated as the problem of finding x∗ ∈ C such that

(1.7) F (x∗, y) ≥ 0, ∀y ∈ C,

i.e., as an equilibrium problem. In [2, 19], it is shown that formulation (1.7) covers
monotone inclusion problems, saddle point problems, variational inequality prob-
lems, minimization problems, Nash equilibria in noncooperative games, vector equi-
librium problems and certain fixed point problems (see [9]).
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It is worth to remark that, in the case of the VI (1.4), the induced bifunction
F (x, y) := ⟨(I − S)x, y − x⟩ satisfies the following conditions:

(f1) F (x, x) = 0 for all x ∈ C;
(f2) F (x, y) + F (y, x) ≤ 0 for all (x, y) ∈ C × C (i.e., F is monotone);
(f3) for each x, y, z ∈ C

lim sup
t→0

F (tz + (1− t)x, y) ≤ F (x, y);

i.e., F is hemicontinuous in the first variable.
(f4) the function y 7→ F (x, y) is convex and lower semicontinuous for each x ∈ C.

Recently, many authors have generalized the classical equilibrium problem in-
troduced by Combettes and Hirstoaga [8] by introducing “perturbations” to the
function F ; for example, Moudafi [16] studied the equilibrium problem of finding
x∗ ∈ C such that

F (x∗, y) + ⟨Ax∗, y − x∗⟩ ≥ 0, ∀y ∈ C,

where A is an α-inverse strongly monotone operator. In [4, 20, 21], the authors
studied the mixed problem of finding x∗ ∈ C such that

F (x∗, y) + φ(y)− φ(x∗) ≥ 0, ∀y ∈ C

with φ being an opportune mapping.
In this paper, we study the equilibrium problem (EP) of finding x∗ ∈ C such that

(1.8) F (x∗, y) + h(x∗, y) ≥ 0, ∀y ∈ C,

that includes all previous equilibrium problems as special cases.
On the other hand, for a long time, many authors were interested in the con-

struction of iterative algorithms that weakly or strongly converge to a common
fixed point of a family of nonexpansive mappings (see e.g., [1, 3, 11]). In [25], Xu
proved that the sequence generated by

xn+1 = (I − ϵn+1A)Tn+1xn + ϵn+1u

where Tn = TnmodN , strongly converges to a solution of a quadratic minimization
problem under the assumption

Fix(T1T2 · · · TN ) = Fix(TNT1 · · · TN−1) = Fix(T2T3 · · · T1).

In [27], Yao studied the viscosity approximation of a common fixed point of the
family of mappings under the lack of the last hypothesis. In [7], Colao, Marino and
Xu used a different approach to obtain the convergence of a more general scheme
that involves an equilibrium problem.

Very recently, Marino, Muglia and Yao [14] introduced a multi-step iterative
scheme

(1.9)


F (un, y) + h(un, y) +

1
rn
⟨y − un, un − xn⟩ ≥ 0, ∀y ∈ C,

yn,1 = βn,1S1un + (1− βn,1)un,
yn,i = βn,iSiun + (1− βn,i)yn,i−1, i = 2, . . . , N,
xn+1 = αnf(xn) + (1− αn)Tyn,N ,

with f : C → C a ρ-contraction and {αn}, {βn,i}Ni=1 ⊂ (0, 1), {rn} ⊂ (0,∞), that
generalizes the two-step iterative scheme in [28] for two nonexpansive mappings to



APPROXIMATION METHODS FOR EP, VI AND COMMON FIXED POINTS 223

a finite family of nonexpansive mappings T, Si : C → C, i = 1, . . . , N , and proved
that the iterative scheme (1.9) converges strongly to a common fixed point of the
mappings that is also an equilibrium point of the EP (1.8).

Combining the two-step iterative scheme in [10] and the multi-step iterative
scheme in [14] by virtue of the viscosity approximation method and the Mann iter-
ative method, we introduce and consider a composite viscosity iterative scheme for
finding a common element of the solution set VI(C,A) of the variational inequality
(1.1), the solution set EP(F, h) of the equilibrium problem (1.8) and the common
fixed point set of a finite family of nonexpansive mappings T, Si : C → C, i =
1, . . . , N , in the setting of infinite-dimensional Hilbert space.

In this paper, we study the composite viscosity iterative scheme that generalizes
the two-step iterative scheme in [28] for two nonexpansive mappings, the two-step
iterative scheme in [10] for the VI (1.1) and a nonexpansive mapping, and the
multi-step iterative scheme in [14] for a finite family of nonexpansive mappings,
to the VI (1.1) and a finite family of nonexpansive mappings. It is proved that
this iterative scheme converges strongly to a common fixed point of the mappings
T, Si : C → C, i = 1, . . . , N , that is also an equilibrium point of the EP (1.8) and
a solution of the VI (1.1).

2. Preliminaries

Let H be a real Hilbert space whose inner product and norm are denoted by ⟨·, ·⟩
and ∥ · ∥, respectively. Let K be a nonempty closed convex subset of H. We write
xn ⇀ x to indicate that the sequence {xn} converges weakly to x and xn → x to
indicate that the sequence {xn} converges strongly to x. Moreover, we use ωw(xn)
to denote the weak ω-limit set of the sequence {xn} and ωs(xn) to denote the strong
ω-limit set of the sequence {xn}, i.e.,

ωw(xn) := {x ∈ H : xni ⇀ x for some subsequence {xni} of {xn}}

and

ωs(xn) := {x ∈ H : xni → x for some subsequence {xni} of {xn}}.
Recall that the metric (or nearest point) projection fromH ontoK is the mapping

PK : H → K which assigns to each point x ∈ H the unique point PKx ∈ K
satisfying the property

∥x− PKx∥ = inf
y∈K

∥x− y∥ =: d(x,K).

Some important properties of projections are gathered in the following proposi-
tion.

Proposition 2.1. For given x ∈ H and z ∈ K:

(i) z = PKx ⇔ ⟨x− z, y − z⟩ ≤ 0, ∀y ∈ K;
(ii) z = PKx ⇔ ∥x− z∥2 ≤ ∥x− y∥2 − ∥y − z∥2, ∀y ∈ K;
(iii) ⟨PKx − PKy, x − y⟩ ≥ ∥PKx − PKy∥2, ∀y ∈ H, which hence implies that

PK is nonexpansive and monotone.

The following lemma appears implicitly in the paper of Reineermann [22].
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Lemma 2.2 ( [22]). Let H be a real Hilbert space. Then, for all x, y ∈ H and
λ ∈ [0, 1],

∥λx+ (1− λ)y∥2 = λ∥x∥2 + (1− λ)∥y∥2 − λ(1− λ)∥x− y∥2.

In the sequel, we will indicate with EP(F, h) the set of solutions of (1.8).

Lemma 2.3 ([6]). Let C be a nonempty closed convex subset of a real Hilbert space
H. Let F : C × C → R be a bi-function such that

(f1) F (x, x) = 0 for all x ∈ C;
(f2) F is monotone and upper hemicontinuous in the first variable;
(f3) F is lower semicontinuous and convex in the second variable.

Let h : C × C → R be a bi-function such that

(h1) h(x, x) = 0 for all x ∈ C;
(h2) h is monotone and weakly upper semicontinuous in the first variable;
(h3) h is convex in the second variable.

Moreover, let us suppose that
(H) for fixed r > 0 and x ∈ C, there exists a bounded K ⊂ C and x̂ ∈ K such

that for all z ∈ C \K, −F (x̂, z) + h(z, x̂) + 1
r ⟨x̂− z, z − x⟩ < 0.

For r > 0 and x ∈ H, let Tr : H → 2C be a mapping defined by

(2.1) Trx = {z ∈ C : F (z, y) + h(z, y) +
1

r
⟨y − z, z − x⟩ ≥ 0,∀y ∈ C}

called the resolvent of F and h. Then

(1) Trx ̸= ∅;
(2) Trx is a singleton;
(3) Tr is firmly nonexpansive;
(4) EP(F, h) = Fix(Tr) and it is closed and convex.

Lemma 2.4 ([6]). Let us suppose that (f1)-(f3), (h1)-(h3) and (H) hold. Let x, y ∈
H, r1, r2 > 0. Then

∥Tr2y − Tr1x∥ ≤ ∥y − x∥+
∣∣∣r2 − r1

r2

∣∣∣∥Tr2y − y∥.

Lemma 2.5 ([14]). Suppose that the hypotheses of Lemma 2.3 are satisfied. Let
{rn} be a sequence in (0,∞) with lim infn→∞ rn > 0. Suppose that {xn} is a bounded
sequence. Then the following statements are equivalent and true:

(a) if ∥xn−Trnxn∥ → 0 as n → ∞, the weak cluster points of {xn} satisfies the
problem

F (x, y) + h(x, y) ≥ 0, ∀y ∈ C,

i.e., ωw(xn) ⊆ EP(F, h).
(b) the demiclosedness principle holds in the sense that, if xn ⇀ x∗ and ∥xn −

Trnxn∥ → 0 as n → ∞, then (I − Trk)x
∗ = 0 for all k ≥ 1.

Lemma 2.6 ([24]). Assume that {an} is a sequence of nonnegative numbers such
that

an+1 ≤ (1− γn)an + δn, ∀n ≥ 0,

where {γn} is a sequence in (0, 1) and {δn} is a sequence in R such that
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(i)
∑∞

n=0 γn = ∞;
(ii) either lim supn→∞ δn/γn ≤ 0 or

∑∞
n=0 |δn| < ∞.

Then limn→∞ an = 0.

The following result is an immediate consequence of inner product.

Lemma 2.7. In a real Hilbert space H, there holds the following inequality

∥x+ y∥2 ≤ ∥x∥2 + 2⟨y, x+ y⟩, ∀x, y ∈ H.

3. Main results

Let us consider the following composite viscosity iterative scheme

(3.1)


F (un, y) + h(un, y) +

1
rn
⟨y − un, un − xn⟩ ≥ 0, ∀y ∈ C,

yn,1 = βn,1S1un + (1− βn,1)un,
yn,i = βn,iSiun + (1− βn,i)yn,i−1, i = 2, . . . , N,
yn = αnf(yn,N ) + (1− αn)TPC(yn,N − λnAyn,N ),
xn+1 = (1− βn)yn + βnTPC(yn − λnAyn), ∀n ≥ 1,

where
the mapping f : C → C is a ρ-contraction;
A : C → H is an α-inverse-strongly monotone mapping;
Si, T : C → C are nonexpansive mappings for each i = 1, . . . , N ;
F, h : C × C → R are two bi-functions satisfying the hypotheses of Lemma 2.3;
{λn} is a sequence in (0, 2α) with 0 < lim infn→∞ λn ≤ lim supn→∞ λn < 2α;
{αn}, {βn} are sequences in (0, 1) with 0 < lim infn→∞ βn ≤ lim supn→∞ βn < 1;
{βn,i} is a sequence in (0, 1) for each i = 1, . . . , N ;
{rn} is a sequence in (0,∞) with lim infn→∞ rn > 0.

Lemma 3.1. Let us suppose that Ω = Fix(T )∩(∩iFix(Si))∩EP(F, h)∩VI(C,A) ̸=
∅. Then the sequences {xn}, {yn}, {yn,i} for all i, {un} are bounded.

Proof. Let us observe, first of all that, if p ∈ Ω , then

∥yn,1 − p∥ ≤ ∥un − p∥ ≤ ∥xn − p∥.

For all from i = 2 to i = N , by induction, one proves that

∥yn,i − p∥ ≤ βn,i∥∥un − p∥+ (1− βn,i)∥yn,i−1 − p∥ ≤ ∥un − p∥ ≤ ∥xn − p∥.

Thus we obtain that for every i = 1, . . . , N ,

(3.2) ∥yn,i − p∥ ≤ ∥un − p∥ ≤ ∥xn − p∥.

Let zn = PC(yn,N − λnAyn,N ) and wn = PC(yn − λnAyn) for every n ≥ 1. Since
I − λnA is nonexpansive and p = PC(p− λnAp) (due to (2.2)), we have

∥zn − p∥ = ∥PC(yn,N − λnAyn,N )− PC(p− λnAp)∥
≤ ∥(yn,N − λnAyn,N )− (p− λnAp)∥
≤ ∥yn,N − p∥ ≤ ∥un − p∥ ≤ ∥xn − p∥.
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Moreover,

∥yn − p∥ = ∥αn(f(yn,N )− p) + (1− αn)(Tzn − p)∥
≤ αn∥f(yn,N )− p∥+ (1− αn)∥zn − p∥
≤ αn∥f(yn,N )− f(p)∥+ αn∥f(p)− p∥+ (1− αn)∥xn − p∥
≤ αnρ∥yn,N − p∥+ αn∥f(p)− p∥+ (1− αn)∥xn − p∥
≤ αnρ∥xn − p∥+ αn∥f(p)− p∥+ (1− αn)∥xn − p∥
= (1− (1− ρ)αn)∥xn − p∥+ αn∥f(p)− p∥
= (1− (1− ρ)αn)∥xn − p∥+ (1− ρ)αn

∥f(p)−p∥
1−ρ

≤ max
{
∥xn − p∥, ∥f(p)−p∥

1−ρ

}
,

and hence

∥xn+1 − p∥ = ∥(1− βn)(yn − p) + βn(Twn − p)∥
≤ (1− βn)∥yn − p∥+ βn∥wn − p∥
≤ (1− βn)∥yn − p∥+ βn∥yn − p∥
≤ max

{
∥xn − p∥, ∥f(p)−p∥

1−ρ

}
.

By induction, we get

∥xn − p∥ ≤ max
{
∥x0 − p∥, ∥f(p)− p∥

1− ρ

}
, ∀n ≥ 1.

This implies that {xn} is bounded and so are {Ayn,N}, {Ayn}, {zn}, {wn}, {un},
{yn}, {yn,i} for each i = 1, . . . , N . Since ∥Tzn − p∥ ≤ ∥xn − p∥ and ∥Twn − p∥ ≤
∥yn − p∥, {Tzn} and {Twn} are also bounded. �

Lemma 3.2. Let us suppose that Ω ̸= ∅. Moreover, let us suppose that the following
hold:

(H1) limn→∞ αn = 0 and
∑∞

n=1 αn = ∞;

(H2)
∑∞

n=1 |αn − αn−1| < ∞ or limn→∞
|αn−αn−1|

αn
= 0;

(H3)
∑∞

n=1 |βn,i − βn−1,i| < ∞ or limn→∞
|βn,i−βn−1,i|

αn
= 0 for each i = 1, . . . , N ;

(H4)
∑∞

n=1 |rn − rn−1| < ∞ or limn→∞
|rn−rn−1|

αn
= 0;

(H5)
∑∞

n=1 |βn − βn−1| < ∞ or limn→∞
|βn−βn−1|

αn
= 0;

(H6)
∑∞

n=1 |λn − λn−1| < ∞ or limn→∞
|λn−λn−1|

αn
= 0.

Then limn→∞ ∥xn+1 − xn∥ = 0, i.e., {xn} is asymptotically regular.

Proof. From (3.1), we have{
yn = αnf(yn,N ) + (1− αn)Tzn,
yn−1 = αn−1f(yn−1,N ) + (1− αn−1)Tzn−1, ∀n ≥ 1.

Simple calculations show that

yn − yn−1 = (1− αn)(Tzn − Tzn−1) + (αn − αn−1)(f(yn−1,N )− Tzn−1)

+ αn(f(yn,N )− f(yn−1,N )).
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Since

∥zn − zn−1∥ ≤ ∥(yn,N − λnAyn,N )− (yn−1,N − λn−1Ayn−1,N )∥
≤ ∥(yn,N − λnAyn,N )− (yn−1,N − λnAyn−1,N )∥

+|λn−1 − λn|∥Ayn−1,N∥
≤ ∥yn,N − yn−1,N∥+ |λn−1 − λn|∥Ayn−1,N∥,

we have
(3.3)
∥yn − yn−1∥ ≤ (1− αn)∥zn − zn−1∥+ |αn − αn−1|∥f(yn−1,N )− Tzn−1∥

+αnρ∥yn,N − yn−1,N∥
≤ (1− αn)(∥yn,N − yn−1,N∥+ |λn−1 − λn|∥Ayn−1,N∥)

+|αn − αn−1|∥f(yn−1,N )− Tzn−1∥+ αnρ∥yn,N − yn−1,N∥
≤ (1− (1− ρ)αn)∥yn,N − yn−1,N∥+M1(|λn−1 − λn|+ |αn − αn−1|),

where ∥Ayn,N∥+ ∥f(yn,N )− Tzn∥ ≤ M1, ∀n ≥ 1 for some M1 ≥ 0.
Furthermore, from (3.1) we have{

xn+1 = (1− βn)yn + βnTwn,
xn = (1− βn−1)yn−1 + βn−1Twn−1.

Also, simple calculations show that

xn+1−xn = (1−βn)(yn− yn−1)+βn(Twn−Twn−1)+ (βn−βn−1)(Twn−1− yn−1).

Since

∥wn − wn−1∥ ≤ ∥(yn − λnAyn)− (yn−1 − λn−1Ayn−1)∥
≤ ∥(yn − λnAyn)− (yn−1 − λnAyn−1)∥+ |λn−1 − λn|∥Ayn−1∥
≤ ∥yn − yn−1∥+ |λn−1 − λn|∥Ayn−1∥,

it follows that
(3.4)
∥xn+1 − xn∥ ≤ (1− βn)∥yn − yn−1∥+ βn∥wn − wn−1∥

+|βn − βn−1|∥Twn−1 − yn−1∥
≤ (1− βn)∥yn − yn−1∥+ βn(∥yn − yn−1∥

+|λn−1 − λn|∥Ayn−1∥) + |βn − βn−1|∥Twn−1 − yn−1∥
≤ ∥yn − yn−1∥+ |λn−1 − λn|∥Ayn−1∥+ |βn − βn−1|∥Twn−1 − yn−1∥.

This together with (3.3) implies that

∥xn+1 − xn∥ ≤ (1− (1− ρ)αn)∥yn,N − yn−1,N∥+M1(|λn−1 − λn|
+|αn − αn−1|) + |λn−1 − λn|∥Ayn−1∥
+|βn − βn−1|∥Twn−1 − yn−1∥

≤ (1− (1− ρ)αn)∥yn,N − yn−1,N∥+M2(|λn−1 − λn|+ |αn − αn−1|)
+M2(|λn−1 − λn|+ |βn − βn−1|)

= (1− (1− ρ)αn)∥yn,N − yn−1,N∥+M2(2|λn−1 − λn|
+|αn − αn−1|+ |βn − βn−1|).

where ∥Ayn∥+ ∥Twn − yn∥+M1 ≤ M2, ∀n ≥ 1 for some M2 ≥ 0.
Meantime, by the definition of yn,i one obtains that, for all i = N, . . . , 2

(3.5)
∥yn,i − yn−1,i∥ ≤ βn,i∥un − un−1∥+ ∥Siun−1 − yn−1,i−1∥|βn,i − βn−1,i|

+(1− βn,i)∥yn,i−1 − yn−1,i−1∥.
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In the case i = 1, we have

(3.6)
∥yn,1 − yn−1,1∥ ≤ βn,1∥un − un−1∥+ ∥S1un−1 − un−1∥|βn,1 − βn−1,1|

+(1− βn,1)∥un − un−1∥
= ∥un − un−1∥+ ∥S1un−1 − un−1∥|βn,1 − βn−1,1|.

Substituting (3.7) in all (3.6)-type one obtains for i = 2, . . . , N
(3.7)

∥yn,i − yn−1,i∥ ≤ ∥un − un−1∥+
∑i

k=2 ∥Skun−1 − yn−1,k−1∥|βn,k − βn−1,k|
+∥S1un−1 − un−1∥|βn,1 − βn−1,1|.

This together with (3.5) implies that

(3.8)

∥xn+1 − xn∥ ≤ (1− (1− ρ)αn)[∥un − un−1∥
+
∑N

k=2 ∥Skun−1 − yn−1,k−1∥|βn,k − βn−1,k|
+∥S1un−1 − un−1∥|βn,1 − βn−1,1|]
+M2(2|λn−1 − λn|+ |αn − αn−1|+ |βn − βn−1|)

≤ (1− (1− ρ)αn)∥un − un−1∥
+
∑N

k=2 ∥Skun−1 − yn−1,k−1∥|βn,k − βn−1,k|
+∥S1un−1 − un−1∥|βn,1 − βn−1,1|
+M2(2|λn−1 − λn|+ |αn − αn−1|+ |βn − βn−1|).

By Lemma 2.4, we know that

(3.9) ∥un − un−1∥ ≤ ∥xn − xn−1∥+ L|1− rn−1

rn
|

where L = supn≥1 ∥un − xn∥. So, substituting (3.9) in (3.8) we obtain
(3.10)

∥xn+1 − xn∥ ≤ (1− (1− ρ)αn)(∥xn − xn−1∥+ L|1− rn−1

rn
|)

+
∑N

k=2 ∥Skun−1 − yn−1,k−1∥|βn,k − βn−1,k|
+∥S1un−1 − un−1∥|βn,1 − βn−1,1|
+M2(2|λn−1 − λn|+ |αn − αn−1|+ |βn − βn−1|)

≤ (1− (1− ρ)αn)∥xn − xn−1∥+ L |rn−rn−1|
rn

+
∑N

k=2 ∥Skun−1 − yn−1,k−1∥|βn,k − βn−1,k|
+∥S1un−1 − un−1∥|βn,1 − βn−1,1|
+M2(2|λn−1 − λn|+ |αn − αn−1|+ |βn − βn−1|)

≤ (1− (1− ρ)αn)∥xn − xn−1∥+M [ |rn−rn−1|
rn

+
∑N

k=2 |βn,k − βn−1,k|
+|βn,1 − βn−1,1|+ |λn−1 − λn|+ |αn − αn−1|+ |βn − βn−1|]

≤ (1− (1− ρ)αn)∥xn − xn−1∥+M [ |rn−rn−1|
b

+
∑N

k=1 |βn,k − βn−1,k|+ |λn−1 − λn|
+|αn − αn−1|+ |βn − βn−1|],

where b > 0 is a minorant for {rn} and L+2M2+
∑N

k=2 ∥Skun− yn,k−1∥+ ∥S1un−
un∥ ≤ M, ∀n ≥ 1 for some M ≥ 0. By hypotheses (H1)-(H6) and Lemma 2.6, we
obtain the claim. �

Lemma 3.3. Let us suppose that Ω ̸= ∅. Let us suppose that {xn} is asymptotically
regular. Then ∥xn − yn∥ → 0 and ∥xn − un∥ = ∥xn − Trnxn∥ → 0 as n → ∞.
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Proof. We recall that, by the firm nonexpansivity of Trn , a standard calculation
(see [7]) shows that if p ∈ EP(F, h)

∥un − p∥2 ≤ ∥xn − p∥2 − ∥xn − un∥2.

Let q ∈ Ω . Then by Lemma 2.2, we have from (3.2)

∥yn − q∥2 = ∥αn(f(yn,N )− q) + (1− αn)(Tzn − q)∥2
≤ αn∥f(yn,N )− q∥2 + (1− αn)∥Tzn − q∥2
≤ αn∥f(yn,N )− q∥2 + ∥zn − q∥2
≤ αn∥f(yn,N )− q∥2 + ∥yn,N − q∥2 + λn(λn − 2α)∥Ayn,N −Aq∥2
≤ αn∥f(yn,N )− q∥2 + ∥un − q∥2 + λn(λn − 2α)∥Ayn,N −Aq∥2
≤ αn∥f(yn,N )− q∥2 + ∥xn − q∥2 − ∥xn − un∥2

+λn(λn − 2α)∥Ayn,N −Aq∥2,

and hence
(3.11)
∥xn+1 − q∥2 = ∥(1− βn)(yn − q) + βn(Twn − q)∥2

= (1− βn)∥yn − q∥2 + βn∥Twn − q∥2 − βn(1− βn)∥yn − Twn∥2
≤ (1− βn)∥yn − q∥2 + βn∥wn − q∥2 − βn(1− βn)∥yn − Twn∥2
≤ (1− βn)∥yn − q∥2 + βn[∥yn − q∥2 + λn(λn − 2α)∥Ayn −Aq∥2]

−βn(1− βn)∥yn − Twn∥2
= ∥yn − q∥2 + βnλn(λn − 2α)∥Ayn −Aq∥2 − βn(1− βn)∥yn − Twn∥2
≤ αn∥f(yn,N )− q∥2 + ∥xn − q∥2 − ∥xn − un∥2

+λn(λn − 2α)∥Ayn,N −Aq∥2 + βnλn(λn − 2α)∥Ayn −Aq∥2
−βn(1− βn)∥yn − Twn∥2.

So, we deduce that

∥xn − un∥2 + λn(2α− λn)∥Ayn,N −Aq∥2 + βnλn(2α− λn)∥Ayn −Aq∥2
+βn(1− βn)∥yn − Twn∥2
≤ αn∥f(yn,N )− q∥2 + ∥xn − q∥2 − ∥xn+1 − q∥2
= αn∥f(yn,N )− q∥2 + (∥xn − q∥+ ∥xn+1 − q∥)(∥xn − q∥ − ∥xn+1 − q∥)
≤ αn∥f(yn,N )− q∥2 + (∥xn − q∥+ ∥xn+1 − q∥)∥xn − xn+1∥.

By Lemmas 3.1 and 3.2 we know that both {xn} and {yn,N} are bounded, and that
{xn} is asymptotically regular. Therefore, utilizing (H1) we obtain that
(3.12)
lim
n→∞

∥xn − un∥ = lim
n→∞

∥Ayn,N −Aq∥ = lim
n→∞

∥Ayn −Aq∥ = lim
n→∞

∥yn − Twn∥ = 0.

We note that ∥xn+1 − yn∥ = βn∥Twn − yn∥ → 0 as n → ∞. This together with
∥xn+1 − xn∥ → 0, implies that

lim
n→∞

∥xn − yn∥ = 0.

�

Remark 3.4. By the last lemma we have ωw(xn) = ωw(un) and ωs(xn) = ωs(un),
i.e., the sets of strong/weak cluster points of {xn} and {un} coincide.
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Of course, if βn,i → βn ̸= 0, as n → ∞, for all index i, the assumptions of Lemma
3.2 are enough to assure that

lim
n→∞

∥xn+1 − xn∥
βn,i

= 0, ∀i ∈ {1, . . . , N}.

In the next lemma, we examine the case in which at least one sequence {βn,k0}
is a null sequence.

Lemma 3.5. Let us suppose that Ω ̸= ∅. Let us suppose that (H1) holds. Moreover,
for an index k0 ∈ {1, . . . , N}, limn→∞ βn,k0 = 0 and the following hold:

(H7) for all i,

lim
n→∞

|βn,i − βn−1,i|
αnβn,k0

= lim
n→∞

|αn − αn−1|
αnβn,k0

= lim
n→∞

|βn − βn−1|
αnβn,k0

= lim
n→∞

|rn − rn−1|
αnβn,k0

= lim
n→∞

|λn − λn−1|
αnβn,k0

= 0;

(H8) there exists a constant κ > 0 such that 1
αn

| 1
βn,k0

− 1
βn−1,k0

| < κ for all n > 1.

Then

lim
n→∞

∥xn+1 − xn∥
βn,k0

= 0.

Proof. We start by (3.10). Dividing both the terms by βn,k0 we have

∥xn+1−xn∥
βn,k0

≤ [1− αn(1− ρ)]∥xn−xn−1∥
βn,k0

+M
[
|rn−rn−1|
bβn,k0

+
∑N

k=1 |βn,k−βn−1,k|
βn,k0

+ |λn−λn−1|
βn,k0

+ |αn−αn−1|
βn,k0

+ |βn−βn−1|
βn,k0

]
.

So, by (H8) we have

∥xn+1−xn∥
βn,k0

≤ [1− αn(1− ρ)]∥xn−xn−1∥
βn−1,k0

+ [1− αn(1− ρ)]∥xn − xn−1∥
∣∣ 1
βn,k0

− 1
βn−1,k0

∣∣
+M

[
|rn−rn−1|
bβn,k0

+
∑N

k=1 |βn,k−βn−1,k|
βn,k0

+ |λn−λn−1|
βn,k0

+ |αn−αn−1|
βn,k0

+ |βn−βn−1|
βn,k0

]
≤ [1− αn(1− ρ)]∥xn−xn−1∥

βn−1,k0
+ ∥xn − xn−1∥| 1

βn,k0
− 1

βn−1,k0
|

+M
[
|rn−rn−1|
bβn,k0

+
∑N

k=1 |βn,k−βn−1,k|
βn,k0

+ |λn−λn−1|
βn,k0

+ |αn−αn−1|
βn,k0

+ |βn−βn−1|
βn,k0

]
≤ [1− αn(1− ρ)]∥xn−xn−1∥

βn−1,k0
+ αnκ∥xn − xn−1∥

+M
[
|rn−rn−1|
bβn,k0

+
∑N

k=1 |βn,k−βn−1,k|
βn,k0

+ |λn−λn−1|
βn,k0

+ |αn−αn−1|
βn,k0

+ |βn−βn−1|
βn,k0

]
= [1− αn(1− ρ)]∥xn−xn−1∥

βn−1,k0
+ αn(1− ρ) · 1

1−ρ

{
κ∥xn − xn−1∥

+M
[
|rn−rn−1|
bαnβn,k0

+
∑N

k=1 |βn,k−βn−1,k|
αnβn,k0

+ |λn−λn−1|
αnβn,k0

+ |αn−αn−1|
αnβn,k0

+ |βn−βn−1|
αnβn,k0

]}
.

Therefore, utilizing Lemma 2.6, from (H1), (H7) and the asymptotical regularity of
{xn} (due to Lemma 3.2), we deduce that

lim
n→∞

∥xn+1 − xn∥
βn,k0

= 0.

�
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Lemma 3.6. Let us suppose that Ω ̸= ∅. Let us suppose that 0 < lim infn→∞ βn,i ≤
lim supn→∞ βn,i < 1 for each i = 1, . . . , N . Moreover, suppose that (H1)-(H6) are
satisfied. Then, for all i, ∥Siun − un∥ → 0 as n → ∞.

Proof. First of all, by Lemma 3.2 we know that {xn} is asymptotically regular. Let
us show that for each i ∈ {1, . . . , N} one has ∥Siun − yn,i−1∥ → 0 as n → ∞. Let
p ∈ Ω . When i = N , by Lemma 2.2 we have

∥yn − p∥2 ≤ αn∥f(yn,N )− p∥2 + (1− αn)∥Tzn − p∥2
≤ αn∥f(yn,N )− p∥2 + ∥zn − p∥2
≤ αn∥f(yn,N )− p∥2 + ∥yn,N − p∥2 + λn(λn − 2α)∥yn,N − p∥2
≤ αn∥f(yn,N )− p∥2 + ∥yn,N − p∥2
= αn∥f(yn,N )− p∥2 + βn,N∥SNun − p∥2 + (1− βn,N )∥yn,N−1 − p∥2
−βn,N (1− βn,N )∥SNun − yn,N−1∥2

≤ αn∥f(yn,N )− p∥2 + ∥un − p∥2 − βn,N (1− βn,N )∥SNun − yn,N−1∥2
≤ αn∥f(yn,N )− p∥2 + ∥xn − p∥2 − βn,N (1− βn,N )∥SNun − yn,N−1∥2.

So we have

βn,N (1− βn,N )∥SNun − yn,N−1∥2 ≤ αn∥f(yn,N )− p∥2 + ∥xn − p∥2 − ∥yn − p∥2
= αn∥f(yn,N )− p∥2
+(∥xn − p∥+ ∥yn − p∥)∥xn − yn∥.

Since αn → 0, 0 < lim infn→∞ βn,N ≤ lim supn→∞ βn,N < 1 and limn→∞ ∥xn − yn∥
= 0 (due to Lemma 3.3), it is known that {∥SNun − yn,N−1∥} is a null sequence.

Let i ∈ {1, . . . , N − 1}. Then one has

∥yn − p∥2 ≤ αn∥f(yn,N )− p∥2 + ∥yn,N − p∥2
≤ αn∥f(yn,N )− p∥2 + βn,N∥SNun − p∥2 + (1− βn,N )∥yn,N−1 − p∥2
≤ αn∥f(yn,N )− p∥2 + βn,N∥xn − p∥2 + (1− βn,N )∥yn,N−1 − p∥2
≤ αn∥f(yn,N )− p∥2 + βn,N∥xn − p∥2

+(1− βn,N )[βn,N−1∥SN−1un − p∥2 + (1− βn,N−1)∥yn,N−2 − p∥2]
≤ αn∥f(yn,N )− p∥2 + (βn,N + (1− βn,N )βn,N−1)∥xn − p∥2

+
∏N

k=N−1(1− βn,k)∥yn,N−2 − p∥2,

and so, after (N − i+ 1)-iterations,
(3.13)

∥yn − p∥2 ≤ αn∥f(yn,N )− p∥2 + (βn,N +
∑N

j=i+2(
∏N

l=j(1− βn,l))βn,j−1)∥xn − p∥2

+
∏N

k=i+1(1− βn,k)∥yn,i − p∥2
≤ αn∥f(yn,N )− p∥2 + (βn,N +

∑N
j=i+2(

∏N
l=j(1− βn,l))βn,j−1)

×∥xn − p∥2 +
∏N

k=i+1(1− βn,k)× [βn,i∥Siun − p∥2
+(1− βn,i)∥yn,i−1 − p∥2 − βn,i(1− βn,i)∥Siun − yn,i−1∥2]

≤ αn∥f(yn,N )− p∥2 + ∥xn − p∥2 − βn,i
∏N

k=i(1− βn,k)∥Siun − yn,i−1∥2.

Again we obtain that

βn,i
∏N

k=i(1− βn,k)∥Siun − yn,i−1∥2 ≤ αn∥f(yn,N )− p∥2 + ∥xn − p∥2 − ∥yn − p∥2
≤ αn∥f(yn,N )− p∥2

+(∥xn − p∥+ ∥yn − p∥)∥xn − yn∥.
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Since αn → 0, 0 < lim infn→∞ βn,i ≤ lim supn→∞ βn,i < 1 for each i = 1, . . . , N − 1,
and limn→∞ ∥xn − yn∥ = 0 (due to Lemma 3.3), it is known that

lim
n→∞

∥Siun − yn,i−1∥ = 0.

Obviously for i = 1, we have ∥S1un − un∥ → 0.
To conclude, we have that

∥S2un − un∥ ≤ ∥S2un − yn,1∥+ ∥yn,1 − un∥ = ∥S2un − yn,1∥+ βn,1∥S1un − un∥
from which ∥S2un−un∥ → 0. Thus by induction ∥Siun−un∥ → 0 for all i = 2, . . . , N
since it is enough to observe that

∥Siun − un∥ ≤ ∥Siun − yn,i−1∥+ ∥yn,i−1 − Si−1un∥+ ∥Si−1un − un∥
≤ ∥Siun − yn,i−1∥+ (1− βn,i−1)∥Si−1un − yn,i−2∥+ ∥Si−1un − un∥.

�

Remark 3.7. As an example, we consider N = 2 and the sequences:

(a) λn = α− 1
n , ∀n > 1

α ;

(b) αn = 1√
n
, rn = 2− 1

n , ∀n > 1;

(c) βn = βn,1 =
1
2 − 1

n , βn,2 =
1
2 − 1

n2 , ∀n > 2.

Then they satisfy the hypotheses of Lemma 3.6.

Lemma 3.8. Let us suppose that Ω ̸= ∅ and βn,i → βi for all i as n → ∞. Suppose
there exists k ∈ {1, . . . , N} such that βn,k → 0 as n → ∞. Let k0 ∈ {1, . . . , N} the
largest index such that βn,k0 → 0 as n → ∞. Suppose that

(i) αn
βn,k0

→ 0 as n → ∞;

(ii) if i ≤ k0 and βn,i → 0 then
βn,k0
βn,i

→ 0 as n → ∞;

(iii) if βn,i → βi ̸= 0 then βi lies in (0, 1).

Moreover, suppose that (H1), (H7) and (H8) hold. Then, for all i, ∥Siun−un∥ → 0
as n → ∞.

Proof. First of all we note that if (H7) holds than also (H2)-(H6) are satisfied. So
{xn} is asymptotically regular.

Let k0 be as in the hypotheses. As in Lemma 3.6, for every index i ∈ {1, . . . , N}
such that βn,i → βi ̸= 0 (which leads to 0 < lim infn→∞ βn,i ≤ lim supn→∞ βn,i < 1),
one has ∥Siun − yn,i−1∥ → 0 as n → ∞.

For all the other indexes i ≤ k0, we can prove that ∥Siun−yn,i−1∥ → 0 as n → ∞
in a similar manner. By the relation (due to (3.11) and (3.13))

∥xn+1 − p∥2 ≤ ∥yn − p∥2

≤ αn∥f(yn,N )− p∥2 + ∥xn − p∥2 − βn,i

N∏
k=i

(1− βn,k)∥Siun − yn,i−1∥2,

we immediately obtain that

N∏
k=i

(1−βn,k)∥Siun−yn,i−1∥2 ≤
αn

βn,i
∥f(yn,N )−p∥2+(∥xn−p∥+∥xn+1−p∥)∥xn − xn+1∥

βn,i
.
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By Lemma 3.5 or by hypothesis (ii) on the sequences, we have

∥xn − xn+1∥
βn,i

=
∥xn − xn+1∥

βn,k0
·
βn,k0
βn,i

→ 0.

So, the conclusion follows. �

Remark 3.9. Let us consider N = 3 and the following sequences:

(a) αn = 1
n1/2 , rn = 2− 1

n2 , ∀n > 1;

(b) λn = α− 1
n2 , ∀n > 1

α1/2 ;

(c) βn,1 =
1

n1/4 , βn = βn,2 =
1
2 − 1

n2 , βn,3 =
1

n1/3 , ∀n > 1.

It is easy to see that all hypotheses (i)-(iii), (H1), (H7) and (H8) of Lemma 3.8 are
satisfied.

Remark 3.10. Under the hypotheses of Lemma 3.8, similarly to Lemma 3.6, one
can see that

lim
n→∞

∥Siun − yn,i−1∥ = 0, ∀i ∈ {2, . . . , N}.

Corollary 3.11. Let us suppose that the hypotheses of either Lemma 3.6 or Lemma
3.8 are satisfied. Then ωw(xn) = ωw(un) = ωw(yn), ωs(xn) = ωs(un) = ωs(yn,1)
and ωw(xn) ⊂ Ω.

Proof. By Remark 3.4, we have ωw(xn) = ωw(un) and ωs(xn) = ωs(un).
First of all, let us show that

lim
n→∞

∥yn,N − zn∥ = 0.

Indeed, let q ∈ Ω . Then by the firm nonexpansivity of PC , we get

∥zn − q∥2 = ∥PC(yn,N − λnAyn,N )− PC(q − λnAq)∥2
≤ ⟨yn,N − λnAyn,N − (q − λnAq), zn − q⟩
= 1

2{∥(yn,N − λnAyn,N )− (q − λnAq)∥2 + ∥zn − q∥2
−∥(yn,N − λnAyn,N )− (q − λnAq)− (zn − q)∥2}
≤ 1

2{∥yn,N − q∥2 + ∥zn − q∥2 − ∥yn,N − zn∥2
+2λn⟨yn,N − zn, Ayn,N −Aq⟩ − λ2

n∥Ayn,N −Aq∥2},

and so
(3.14)
∥zn−q∥2 ≤ ∥yn,N−q∥2−∥yn,N−zn∥2+2λn⟨yn,N−zn, Ayn,N−Aq⟩−λ2

n∥Ayn,N−Aq∥2.

Thus, we have

∥yn − q∥2 ≤ αn∥f(yn,N )− q∥2 + (1− αn)∥zn − q∥2
≤ αn∥f(yn,N )− q∥2 + ∥zn − q∥2
≤ αn∥f(yn,N )− q∥2 + ∥yn,N − q∥2 − ∥yn,N − zn∥2
+2λn⟨yn,N − zn, Ayn,N −Aq⟩ − λ2

n∥Ayn,N −Aq∥2.
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This implies that
(3.15)

∥yn,N − zn∥2 ≤ αn∥f(yn,N )− q∥2 + ∥yn,N − q∥2 − ∥yn − q∥2
+2λn⟨yn,N − zn, Ayn,N −Aq⟩ − λ2

n∥Ayn,N −Aq∥2
≤ αn∥f(yn,N )− q∥2 + (∥yn,N − q∥+ ∥yn − q∥)∥yn,N − yn∥
+2λn⟨yn,N − zn, Ayn,N −Aq⟩ − λ2

n∥Ayn,N −Aq∥2.
Note that by Remark 3.10,

lim
n→∞

∥SNun − yn,N−1∥ = 0.

Meantime, it is known that

lim
n→∞

∥SNun − un∥ = lim
n→∞

∥un − xn∥ = lim
n→∞

∥xn − yn∥ = 0.

Hence we have

(3.16) lim
n→∞

∥SNun − yn∥ = 0.

Furthermore, it follows from (3.1) that

lim
n→∞

∥yn,N − yn,N−1∥ = lim
n→∞

βn,N∥SNun − yn,N−1∥ = 0,

which together with limn→∞ ∥SNun − yn,N−1∥ = 0, yields

(3.17) lim
n→∞

∥SNun − yn,N∥ = 0.

Combining (3.16) and (3.17), we conclude that

(3.18) lim
n→∞

∥yn − yn,N∥ = 0.

Therefore, from (3.12), (3.15) and (3.18) it immediately follows that

(3.19) lim
n→∞

∥yn,N − zn∥ = 0.

Now we observe that

∥xn − yn,1∥ ≤ ∥xn − un∥+ ∥yn,1 − un∥ = ∥xn − un∥+ βn,1∥S1un − un∥.
By Lemma 3.6, ∥S1un − un∥ → 0 as n → ∞, and hence

(3.20) lim
n→∞

∥xn − yn,1∥ = 0.

So we get ωw(xn) = ωw(yn,1) and ωs(xn) = ωs(yn,1).
Let p ∈ ωw(xn). Since p ∈ ωw(un), by Lemma 3.6 and demiclosedness principle,

we have p ∈ Fix(Si) for all index i, i.e., p ∈ ∩iFix(Si). Since

∥xn − Txn∥ ≤ ∥xn − yn∥+ ∥yn − Tzn∥+ ∥Tzn − Tyn,N∥+ ∥Tyn,N − Txn∥
≤ ∥xn − yn∥+ αn∥f(yn,N )− Tzn∥+ ∥zn − yn,N∥+ ∥yn,N − xn∥
≤ ∥xn − yn∥+ αn∥f(yn,N )− Tzn∥+ ∥zn − yn,N∥
+
∑N

k=2 ∥yn,k − yn,k−1∥+ ∥yn,1 − xn∥
≤ ∥xn − yn∥+ αn∥f(yn,N )− Tzn∥+ ∥zn − yn,N∥
+
∑N

k=2 βn,k∥Skun − yn,k−1∥+ ∥yn,1 − xn∥.
So, utilizing Lemma 3.3 and Remark 3.10 we deduce from (3.19) and (3.20) that

lim
n→∞

∥xn − Txn∥ = 0.
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By deniclosedness principle, we have p ∈ Fix(T ). In addition, by Lemmas 2.5 and
3.3 we know that p ∈ EP(F, h). Finally, by standard argument as in [21], we can
show that p ∈ VI(C,A) and consequently, p ∈ Ω . �
Theorem 3.12. Let us suppose that Ω ̸= ∅. Let {αn}, {βn,i}, i = 1, . . . , N , be
sequences in (0, 1) such that 0 < lim infn→∞ βn,i ≤ lim supn→∞ βn,i < 1 for all index
i. Moreover, Let us suppose that (H1)-(H6) hold. Then the sequences {xn}, {yn}
and {un}, explicitly defined by scheme (3.1), all converge strongly to the unique
solution x∗ ∈ Ω of the variational inequality

(3.21) ⟨f(x∗)− x∗, z − x∗⟩ ≤ 0, ∀z ∈ Ω .

Proof. Since the mapping PΩf is a ρ-contraction, it has a unique fixed point x∗;
it is the unique solution of (3.21). Since (H1)-(H6) hold, the sequence {xn} is
asymptotically regular (according to Lemma 3.2). By Lemma 3.3, ∥xn−yn∥ → 0 and
∥xn − un∥ → 0 as n → ∞. Moreover, utilizing Lemma 2.7 and the nonexpansivity
of (I − λnA), we have from (3.2) and (3.11)

∥xn+1 − x∗∥2 ≤ ∥yn − x∗∥2
≤ ∥αn(f(yn,N )− f(x∗)) + (1− αn)(Tzn − x∗)∥2

+2αn⟨f(x∗)− x∗, yn − x∗⟩
≤ αnρ∥yn,N − x∗∥2 + (1− αn)∥zn − x∗∥2

+2αn⟨f(x∗)− x∗, yn − x∗⟩
= αnρ∥yn,N − x∗∥2

+(1− αn)∥PC(I − λnA)yn,N − PC(I − λnA)x
∗∥

+2αn⟨f(x∗)− x∗, yn − x∗⟩
≤ αnρ∥yn,N − x∗∥2 + (1− αn)∥yn,N − x∗∥

+2αn⟨f(x∗)− x∗, yn − x∗⟩
= [1− (1− ρ)αn]∥yn,N − x∗∥2 + 2αn⟨f(x∗)− x∗, yn − x∗⟩
≤ [1− (1− ρ)αn]∥xn − x∗∥2 + 2αn⟨f(x∗)− x∗, yn − x∗⟩
= [1− (1− ρ)αn]∥xn − x∗∥2

+(1− ρ)αn · 2
1−ρ⟨f(x

∗)− x∗, yn − x∗⟩.

Now, let {xnk
} is a subsequence of {xn} such that

(3.22) lim sup
n→∞

⟨f(x∗)− x∗, xn − x∗⟩ = lim
k→∞

⟨f(x∗)− x∗, xnk
− x∗⟩.

By the boundedness of {xn}, we may assume, without loss of generality, that xnk
⇀

z ∈ ωw(xn). According to Corollary 3.11, we know that ωw(xn) ⊂ Ω and hence
z ∈ Ω . Taking into consideration that x∗ = PΩf(x

∗) we obtain from (3.22) that

lim supn→∞⟨f(x∗)− x∗, yn − x∗⟩
= lim supn→∞[⟨f(x∗)− x∗, xn − x∗⟩+ ⟨f(x∗)− x∗, yn − xn⟩]
= lim supn→∞⟨f(x∗)− x∗, xn − x∗⟩ = limk→∞⟨f(x∗)− x∗, xnk

− x∗⟩
= ⟨f(x∗)− x∗, z − x∗⟩ ≤ 0.

In terms of Lemma 2.6 we derive xn → x∗ as n → ∞. �
In a similar way, we can conclude another theorem as follows.

Theorem 3.13. Let us suppose that Ω ̸= ∅. Let {αn}, {βn,i}, i = 1, . . . , N , be
sequences in (0, 1) such that βn,i → βi for all i as n → ∞. Suppose that there exists
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k ∈ {1, . . . , N} for which βn,k → 0 as n → ∞. Let k0 ∈ {1, . . . , N} the largest index
for which βn,k0 → 0. Moreover, let us suppose that (H1), (H7) and (H8) hold and

(i) αn
βn,k0

→ 0 as n → ∞;

(ii) if i ≤ k0 and βn,i → 0 then
βn,k0
βn,i

→ 0 as n → ∞;

(iii) if βn,i → βi ̸= 0 then βi lies in (0, 1).

Then the sequences {xn}, {yn} and {un} explicitly defined by scheme (3.1) all con-
verge strongly to the unique solution x∗ ∈ Ω of the variational inequality

⟨f(x∗)− x∗, z − x∗⟩ ≤ 0, ∀z ∈ Ω .

Remark 3.14. According to the above argument processes for Theorems 3.12 and
3.13, we can readily see that if in scheme (3.1), the iterative step yn = αnf(yn,N )+
(1−αn)TPC(yn,N − λnAyn,N ) is replaced by the iterative one yn = αnf(xn) + (1−
αn)TPC(yn,N − λnAyn,N ), then Theorems 3.12 and 3.13 remain valid.

Remark 3.15. Our Theorems 3.12 and 3.13 improve, extend, supplement and
develop [26, [10, Theorems 3.1] and [14, Theorems 3.12 and 3.13] in the following
aspects:

(a) The multi-step iterative scheme (3.1) of [14] is extended to develop our com-
posite viscosity iterative scheme (3.1) by virtue of Jung’s two-step iterative
scheme (3.1) of [10] for the VI (1.1) and a nonexpansive mapping T ;

(b) The argument techniques in our Theorems 3.12 and 3.13 are the combina-
tions of the argument ones in [14, Theorem 3.12 and 3.13], and the argument
ones in [10, Theorem 3.1];

(c) The problem of finding an element of Fix(T ) ∩ (∩iFix(Si)) ∩ EP(F, h) ∩
VI(C,A) in our Theorems 3.12 and 3.13 is more general than the one of
finding an element of Fix(T ) ∩ (∩iFix(Si)) ∩ EP(F, h) in [14, Theorem 3.12
and 3.13] and the one of finding an element of Fix(T ) ∩ VI(C,A) in [10,
Theorem 3.1].

4. Applications

For a given nonlinear mapping A : C → H, we consider the variational inequality
(VI) of finding x̄ ∈ C such that

(4.1) ⟨Ax̄, y − x̄⟩ ≥ 0, ∀y ∈ C.

We will indicate with VI(C,A) the set of solutions of the VI (4.1).
Recall that if u is a point C, then the following relation holds:

(4.2) u ∈ VI(C,A) ⇔ u = PC(I − λA)u, ∀λ > 0.

An operator A : C → H is said to be an α-inverse strongly monotone operator if
there exists a constant α > 0 such that

⟨Ax−Ay, x− y⟩ ≥ α∥Ax−Ay∥2, ∀x, y ∈ C.

As an example, we recall that the α-inverse strongly monotone operators are
firmly nonexpansive mappings if α ≥ 1 and that every α-inverse strongly monotone
operator is also 1

α -Lipschitz continuous (see [23]).
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Let us observe also that, if A is α-inverse strongly monotone, the mapping PC(I−
λA) are nonexpansive for all λ > 0 since they are compositions of nonexpansive
mappings (see page 419 in [23]).

Let us consider S̃1, . . . , S̃M a finite number of nonexpansive self-mappings on C
and A1, . . . , AN be a finite number of α-inverse strongly monotone operators. Let
T be a nonexpansive self-mapping on C with fixed points. Let us consider the
following mixed problem of finding x∗ ∈ Fix(T ) ∩ EP(F, h) ∩VI(C,A) such that

(4.3)



⟨(I − S̃1)x
∗, y − x∗⟩ ≥ 0, ∀y ∈ Fix(T ) ∩ EP(F, h) ∩VI(C,A),

⟨(I − S̃2)x
∗, y − x∗⟩ ≥ 0, ∀y ∈ Fix(T ) ∩ EP(F, h) ∩VI(C,A),

· · ·
⟨(I − S̃M )x∗, y − x∗⟩ ≥ 0, ∀y ∈ Fix(T ) ∩ EP(F, h) ∩VI(C,A),
⟨A1x

∗, y − x∗⟩ ≥ 0, ∀y ∈ C,
⟨A2x

∗, y − x∗⟩ ≥ 0, ∀y ∈ C,
· · ·
⟨ANx∗, y − x∗⟩ ≥ 0, ∀y ∈ C.

Let us call (SVI) the set of solutions of the (M + N)-system. This problem is

equivalent to finding a common fixed point of T, {PFix(T )∩EP(F,h)∩VI(C,A)S̃i}Ni=1,

{PC(I − λAi)}Mi=1. So we claim that

Theorem 4.1. Let us suppose that Ω = Fix(T )∩ (SVI)∩EP(F, h)∩VI(C,A) ̸= ∅.
Fix λ > 0. Let {αn}, {βn,i}, i = 1, . . . , (M + N), be sequences in (0, 1) such that
0 < lim infn→∞ βn,i ≤ lim supn→∞ βn,i < 1 for all index i. Moreover, Let us suppose
that (H1)-(H6) hold. Then the sequences {xn}, {yn} and {un} explicitly defined by
scheme
(4.4)

F (un, y) + h(un, y) +
1
rn
⟨y − un, un − xn⟩ ≥ 0,∀y ∈ C,

yn,1 = βn,1PFix(T )∩EP(F,h)∩VI(C,A)S̃1un + (1− βn,1)un,

yn,i = βn,iPFix(T )∩EP(F,h)∩VI(C,A)S̃iun + (1− βn,i)yn,i−1, i = 2, . . . ,M,
yn,M+j = βn,M+jPC(I − λAj)un + (1− βn,M+j)yn,M+j−1, j = 1, . . . , N,
yn = αnf(yn,M+N ) + (1− αn)TPC(yn,M+N − λnAyn,M+N ),
xn+1 = (1− βn)yn + βnTPC(yn − λnAyn), ∀n ≥ 1,

all converge strongly to the unique solution x∗ ∈ Ω of the variational inequality

⟨f(x∗)− x∗, z − x∗⟩ ≤ 0, ∀z ∈ Ω .

Theorem 4.2. Let us suppose that Ω ̸= ∅. Fix λ > 0. Let {αn}, {βn,i}, i =
1, . . . , (M + N), be sequences in (0, 1) and βn,i → βi for all i as n → ∞. Suppose
that there exists k ∈ {1, . . . ,M + N} such that βn,k → 0 as n → ∞. Let k0 ∈
{1, . . . ,M +N} be the largest index for which βn,k0 → 0. Moreover, let us suppose
that (H1), (H7) and (H8) hold and

(i) αn
βn,k0

→ 0 as n → ∞;

(ii) if i ≤ k0 and βn,i → 0 then
βn,k0
βn,i

→ 0 as n → ∞;

(iii) if βn,i → βi ̸= 0 then βi lies in (0, 1).
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Then the sequences {xn}, {yn} and {un} explicitly defined by scheme (4.4) all con-
verge strongly to the unique solution x∗ ∈ Ω of the variational inequality

⟨f(x∗)− x∗, z − x∗⟩ ≤ 0, ∀z ∈ Ω .

Remark 4.3. If we choose A = A1 = · · · = AN = 0 in system (4.3), we obtain
a system of hierarchical fixed point problems introduced by Mainge and Moudafi
[17,18].

On the other hand, recall that a mapping S : C → C is called κ-strictly pseudo-
contractive if there exists a constant κ ∈ [0, 1) such that

∥Sx− Sy∥2 ≤ ∥x− y∥2 + κ∥(I − S)x− (I − S)y∥2, ∀x, y ∈ C.

If κ = 0, then S is nonexpansive. Put A = I − S, where S : C → C is a κ-strictly
pseudocontractive mapping. Then A is 1−κ

2 -inverse strongly monotone; see [10].
Utilizing Theorems 3.12 and 3.13, we first give the following strong convergence

theorems for finding a common element of the solution set EP(F, h) of the EP
(1.8) and the common fixed point set Fix(T ) ∩ (∩iFix(Si)) ∩ Fix(S) of a finite
family of nonexpansive mappings T, Si : C → C, i = 1, . . . , N , and a κ-strictly
pseudocontractive mapping S.

Theorem 4.4. Let α = 1−κ
2 . Let us suppose that Ω = Fix(T ) ∩ (∩iFix(Si)) ∩

Fix(S) ∩ EP(F, h) ̸= ∅. Let {αn}, {βn,i}, i = 1, . . . , N , be sequences in (0, 1) such
that 0 < lim infn→∞ βn,i ≤ lim supn→∞ βn,i < 1 for all index i. Moreover, Let us
suppose that (H1)-(H6) hold. Then the sequences {xn}, {yn} and {un} generated
explicitly by

(4.5)


F (un, y) + h(un, y) +

1
rn
⟨y − un, un − xn⟩ ≥ 0, ∀y ∈ C,

yn,1 = βn,1S1un + (1− βn,1)un,
yn,i = βn,iSiun + (1− βn,i)yn,i−1, i = 2, . . . , N,
yn = αnf(yn,N ) + (1− αn)T ((1− λn)yn,N + λnSyn,N ),
xn+1 = (1− βn)yn + βnT ((1− λn)yn + λnSyn), ∀n ≥ 1,

all converge strongly to the unique solution x∗ ∈ Ω of the variational inequality

⟨f(x∗)− x∗, z − x∗⟩ ≤ 0, ∀z ∈ Ω .

Proof. In Theorem 3.12, put A = I −S. Then A is 1−κ
2 -inverse strongly monotone.

Hence we have that Fix(S) = VI(C,A), PC(yn,N − λnAyn,N ) = (1 − λn)yn,N +
λnSyn,N and PC(yn − λnAyn) = (1− λn)yn + λnSyn. Thus, in terms of Theorems
3.12, we obtain the desired result. �

Theorem 4.5. Let α = 1−κ
2 . Let us suppose that Ω = Fix(T ) ∩ (∩iFix(Si)) ∩

Fix(S) ∩ EP(F, h) ̸= ∅. Let {αn}, {βn,i}, i = 1, . . . , N , be sequences in (0, 1) such
that βn,i → βi for all i as n → ∞. Suppose that there exists k ∈ {1, . . . , N} for which
βn,k → 0 as n → ∞. Let k0 ∈ {1, . . . , N} the largest index for which βn,k0 → 0.
Moreover, let us suppose that (H1), (H7) and (H8) hold and

(i) αn
βn,k0

→ 0 as n → ∞;

(ii) if i ≤ k0 and βn,i → 0 then
βn,k0
βn,i

→ 0 as n → ∞;

(iii) if βn,i → βi ̸= 0 then βi lies in (0, 1).
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Then the sequences {xn}, {yn} and {un} generated explicitly by (4.5), all converge
strongly to the unique solution x∗ ∈ Ω of the variational inequality

⟨f(x∗)− x∗, z − x∗⟩ ≤ 0, ∀z ∈ Ω .
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