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type p (1 ≤ p ≤ 2) Banach space satisfying

EXn = 0 ∀n ≥ 1(1.1)
∞∑
n=1

n−pE∥Xn∥p < +∞ (Chung’s condition).(1.2)

Beck [4] proved that in B-convex space, the strong law of large numbers holds for
sequence of independent identically distributed integrable random variables {Xn :
n ≥ 1} satisfying (1.1) and

sup
n

E∥Xn∥2 < +∞.(1.3)

J. Hoffmann-Jørgensen, G. Pisier’s result contains Beck’s result because a B-
convex space is of Rademacher type p with 1 ≤ p ≤ 2.

In this work we present various convergence results in the strong law of large
numbers for double array of independent (or pairwise independent) identically dis-
tributed closed valued random variables in a separable Banach space with respect
to the slice and Wijsman topologies.

Here we also provide two probabilistically constructive methods allowing to prove
these type of convergence.

This paper is organized as follows. In Section 2, we introduce some basic notions
of random sets and the slice and Wijsman topologies. Section 3 is concerned with
Wijsman topology of SLLN for double array of pairwise independent identically
distributed closed valued random sets in a separable Banach space. In Section 4,
we treat the SLLN in Wijsman topology for double array of independent closed
valued random sets in Rademacher type p Banach spaces (1 ≤ p ≤ 2), in particular,
some illustrating examples are provided. In Section 5, we present the applications
of the results obtained in Sections 3-4 to the SLLN in slice topology for double array
of independent (or pairwise independent) integrable closed valued random sets.

Our results contain the above mentioned results and some related results in the
literature.

2. Preliminaries

Throughout this paper, let (Ω,A,P) be a complete probability space, (X, ∥.∥) be
a separable Banach space and X∗ be its topological dual. The closed unit ball of X∗

is denoted by B∗ and σ-field of all Borel sets of X is denoted by B(X). Also denote
by M(X) (resp. M(X)) the set of all finite measures (resp. probability measures) on
(X,B(X)). The vector space M(X) is endowed with the narrow topology, namely the
topology σ(M(X), Cb(X)), where Cb(X) denotes the space of real-valued, bounded
continuous functions on X. Recall that M(X) is a closed convex subset of M(X).
For each measurable function f : Ω → X, the distribution of f is denoted by µf and
defined on B(X) by µf (B) = P{f−1(B)} (B ∈ B(X)). In the present paper, N∗ will
be denoted the set of positive integers, R (resp. R+) the set of real numbers (resp.
positive real numbers).

Let c(X) (resp. cc(X)) (resp. cb(X)) (resp. cwk(X)) (resp. k(X)) (resp. ck(X))
be the family of all nonempty closed (resp. closed convex) (resp. closed bounded
convex) (resp. convex weakly compact) (resp. compact) (resp. convex compact)
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subsets of X and E the Effros σ-field on c(X). This σ-field is generated by the subsets
U− = {F ∈ c(X) : F ∩ U ̸= ∅}, where U ranges over the open subsets of X. On the
other hand, for each A,C ⊂ X, clC, w−clC, coC and coC denote the norm-closure,
the weak-closure, the convex hull and the closed convex hull of C, respectively; the
distance function d(., C) of C, the gap between A and C, the Hausdorff distance
dH(A,C) of A and C, and the support function δ∗(., C) of C are defined by

d(x,C) = inf{∥x− y∥ : y ∈ C}, (x ∈ X),

D(A,C) = inf{∥x− y∥ : x ∈ A, y ∈ C},
dH(A,C) = max{sup

x∈A
d(x,C), sup

y∈C
d(y,A)},

δ∗(x∗, C) = sup{⟨x∗, y⟩ : y ∈ C}, (x∗ ∈ X∗).

We note that

(2.1) δ∗(x∗, C) = δ∗(x∗, coC).

A slice of a ball is the intersection of a closed ball (of radius r and centered at
x0)

B(x0, r), (x0 ∈ X, r > 0)

and a closed half space

F (z, α) := {x ∈ X : ⟨z, x⟩ ≥ α}, (z ∈ X∗, z ̸= 0, α ∈ R).

Let t be a topology on X and (Cn)n≥1 be a sequence in c(X). We put

t− liCn = {x ∈ X : x = t− limxn, xn ∈ Cn,∀n ≥ 1},
t− lsCn = {x ∈ X : x = t− limxk, xk ∈ Cn(k), ∀k ≥ 1}

where (Cn(k))k≥1 is a subsequence of (Cn)n≥1. The subsets t− liCn and t− lsCn are
the lower limit and the upper limit of (Cn)n≥1, relative to topology t. We obviously
have t− liCn ⊂ t− lsCn. Let us denote by s the strong topology of X.

A map X from Ω into c(X) is also called a multifunction with closed values in X.
The domain and the graph of X are respectively defined by

dom(X) = {ω ∈ Ω : X(ω) ̸= ∅} and Gr(X) = {(ω, x) ∈ Ω× X : x ∈ X(ω)}.
X is said to be Effros measurable or weakly measurable in the terminology of

Himmelberg [21] (or simply “measurable”) if for every B in E , X−1(B) is a member
of A. From the definition of the Effros σ-field it follows that X is measurable if and
only if, for any open subset U of X,

X−1(U−) = {ω ∈ Ω : X(ω) ∩ U ̸= ∅}
is a member of A (X−1(U−) is also denoted by X−1(U)). The sub-σ-field X−1(E)
generated by X is denoted by AX .

A measurable multifunction defined on a probability space is also called a random
set (r.s.). Like for real or vector valued random variables, the distribution µX of
the measurable multifunction X can be defined on the measurable space (c(X), E)
by

µX(B) = P{X−1(B)}, ∀B ∈ E .
C. Hess ([18], Proposition 2.1) showed that the closed valued random sets X and
Y have the same distribution on (c(X), E) if and only if for any finite subset F =
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{x1, . . . , xk} of X (or of some countable dense subset), theRk-valued random vectors
(d(x,X))x∈F and (d(x, Y ))x∈F have the same distribution.

A finite set of random sets {X1, . . . , Xn} is said to be independent if

P{X1 ∈ X1, X2 ∈ X2, . . . , Xn ∈ Xn} = P{X1 ∈ X1}.P{X2 ∈ X2} . . .P{Xn ∈ Xn},
for all X1,X2, . . . ,Xn ∈ E . It is known that the finite set of closed valued random
variables {X1, . . . , Xn} is independent if and only if

P{X1 ∩K1 ̸= ∅, X2 ∩K2 ̸= ∅, . . . , Xn ∩Kn ̸= ∅} =

n∏
i=1

P{Xi ∩Ki ̸= ∅}

for all K1,K2, . . . ,Kn ∈ c(X).
A infinite set of random sets {Xi, i ∈ I} is said to be independent if every

nonempty finite subset {Xi1 , Xi2 , . . . , Xin} ⊂ {Xi, i ∈ I} is independent.
A set of random sets {Xi, i ∈ I} is said to be pairwise independent if each pair

of random sets {Xi1 , Xi2} ⊂ {Xi, i ∈ I} is independent.

For every sub-σ-field F of A, consider the space L0(Ω,F ,P,X) of all measurable
functions from (Ω,F) into (X,B(X)). Further, define the two following subsets
associated with the multifunction X involving its measurable selections:

S(X,F) = {f ∈ L0(Ω,F ,P,X) : f(ω) ∈ X(ω), for almost every ω ∈ dom(X)}
M(X,F) = {µ = µf ∈ M(X) : f ∈ S(X,F)}.

So, S(X,F) is the set of F-measurable selections of X and M(X,F) is the set
of all probability measures µ on (X,B(X)) such that each µ ∈ M(X,F) is the
distribution of some F-measurable selection of X. By Kuratowski Ryll-Nardzewski
Theorem every Effros measurable multifunction, X admits at least one measurable
selection. Moreover, X admits a Castaing representation, that is, a sequence (fn)
of measurable selections, such that for every ω ∈ dom(X), X(ω) is equal to the
closure of the countable subset {fn(ω) : n ≥ 1} (see [10]).

It is known that L0(Ω,A,P,X) (= L0(X)) endowed with the topology of con-
vergence in probability is a metrizable topological vector space. Since a sequence
converging in probability admits an almost sure converging subsequence it is clear
that, for any sub-σ-field F of A, the set S(X,F) is closed in L0(Ω,F ,P,X).

For 1 ≤ p < ∞, Lp(Ω,A,P,X) (= Lp(X)) denotes the subspace of L0(X) whose
members f : Ω → X satisfy

∥f∥p = (E∥f∥p)
1
p =

(∫
Ω
∥f(ω)∥pP(dω)

) 1
p

< +∞.

Lp(R) is denoted by Lp. We denote by M1(X) the subset of M(X) whose members
µ satisfy

∫
X ∥x∥dµ < +∞. Given a sub-σ-field F of A and a random set X, define

the following subsets of Lp(Ω,F ,P,X) and M(X) respectively

Sp(X,F) = {f ∈ Lp(Ω,F ,P,X) : f(ω) ∈ X(ω), for almost every ω ∈ dom(X)}
Mp(X,F) = {µf : f ∈ Sp(X,F)}.

Using standard measurable selection arguments, it is not hard to see that, when
AX ⊆ F ⊆ A, the set S1(X,F) is non empty if and only if the positive function
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d(0, X) is integrable. In such a situation, we shall say that the multifunction X
is integrable. Observe that when X is integrable, P(dom(X)) = 1. On the other
hand, X is said to be integrably bounded if the function |X|(ω) = sup{∥x∥ : x ∈
X(ω)} is integrable. In this case, we have S1(X,A) = S(X,A). An integrably
bounded multifunction is also integrable, but the converse implication is false. For
any measurable multifunctionX and any sub-σ-field F ofA, themultivalued integral
of X over Ω, with respect to F , is defined by

E(X,F) = {E(f) : f ∈ S1(X,F)},

where E(f) =
∫
Ω fdP is the usual Bochner integral of f . We note that E(X,A) is

not always closed. E(X,A) is non empty if and only if X is integrable. Now, con-
sider an integrable multifunctionX. Obviously, the inclusionM1(X,F) ⊆ M(X,F)
holds for any sub-σ-field F of A. C. Hess (see [18], Lemma 2.4) showed that, the
following equality holds true

clM1(X,F) = clM(X,F)

the closure being taken in M(X) (or M(X)) in the narrow topology.
The Wijsman topology TW on c(X) is the topology of pointwise convergence of

distance functions. Recall that a net (Cα) of closed sets is said to converge to C in
the Wijsman topology if, for every x ∈ X, one has

d(x,C) = lim
α

d(x,Cα).

It is known that for any closed convex subset C of X and for any x ∈ X, we have

(2.2) d(x,C) = sup
z∈B∗

{⟨z, x⟩ − δ∗(z, C)}.

C. Hess (see [18], Lemma 3.1) showed that, for any closed convex subset C of X,
there exists a countable subset D∗ of B∗ verifying, for any x ∈ X,

(2.3) d(x,C) = sup
z∈D∗

{⟨z, x⟩ − δ∗(z, C)}.

The slice topology on c(X) is the narrow topology TS determined by the following
family of gap functionals

{D(A, ·) : A is a nonempty slice of a ball}.

The slice topology is generally stronger than both the Kuratowski-Mosco topology
and the Wijsman topology; it coincides with the Kuratowski-Mosco topology if
and only if X is reflexive [6]. From Theorem 5.2 in [6], we know that the slice
topology restricted to cc(X) coincides with the narrow topology T determined by
the following family of gap functionals

{D(B, ·) : B ∈ cb(X)}.

A real separable Banach space is of Rademacher type p (1 ≤ p ≤ 2) if and only if
there exists a constant 0 < C < ∞ such that

E
∥∥∥ n∑

j=1

fj

∥∥∥p ≤ C

n∑
j=1

E∥fj∥p
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for every finite collection {f1, f2, . . . , fn} of independent mean 0 integrable random
elements.

If a real separable Banach space is of Rademacher type p for some 1 < p ≤ 2,
then it is of Rademacher type q for all 1 ≤ q < p. Every real separable Banach
space is of Rademacher type (at least) 1 while the Lp-spaces and lp-spaces are of
Rademacher type 2 ∧ p for p ≥ 1. Every real separable Hilbert space and real
separable finite-dimensional Banach space is of Rademacher type 2. In particular,
the real line R is of Rademacher type 2. See [22] for details and proofs.

A double array {fmn : m ≥ 1, n ≥ 1} of random elements is said to be stochasti-
cally dominated by a random element f if for some constant C < ∞

P{∥fmn∥ ≥ t} ≤ CP{∥f∥ ≥ t}, t ≥ 0, m ≥ 1, n ≥ 1.

A double array {Xmn : m ≥ 1, n ≥ 1} of random sets is said to be stochastically
dominated by a random element X if for some constant C < ∞

P{|Xmn| ≥ t} ≤ CP{∥X∥ ≥ t}, t ≥ 0, m ≥ 1, n ≥ 1.

This condition is satisfied when the {Xmn : m ≥ 1, n ≥ 1} is identically distributed.
For notational convenience, for a, b ∈ R, max{a, b} is denoted by a∨ b, min{a, b}

is denoted by a ∧ b and the symbol C denotes a generic positive constant which is
not necessarily the same one in each circumstance. The logarithms are to the base
2, for a ∈ R, log(a ∨ 1) will be denoted by log+ a.

For basic notions of probability theory and set-valued analysis, we refer to G.
Beer [5, 7], C. Castaing [1], C. Hess [14, 17, 18], F. Hiai [20], Y. S. Chow and H.
Teicher [11], N. Neveu [25].

Now we proceed to state our main results.

3. The strong laws of large numbers for double array of pairwise
independent identically distributed closed valued random sets in

separable Banach spaces

We must first recall some facts on set valued integration

Proposition 3.1 (see [18]). (i) For every integrable r.s. X whose values are in
c(X), the following equality holds true

coM1(X,A) = coM1(X,AX)

the closure being taken in M(X) (or M(X)) in the narrow topology.

(ii) For every integrable r.s. X whose values lie in c(X), one has

coE(X,A) = coE(X,AX).

In particular, if X(ω) ∈ cc(X) or X(ω) ∈ cwk(X) for all ω ∈ Ω then E(X) =
E(X,AX).

Proposition 3.2 (see [18]). Let X and Y be two random sets with closed values in
X. Then, the two following statements are equivalent:
(i) X and Y have the same distribution on the measurable space (c(X), E).
(ii) In M(X), the following equality holds true

M(X,AX) = M(Y,AY ).
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Moreover, if X and Y are integrable then each of the above statements is equivalent
to
(iii) In M1(X), the following equality holds true

M1(X,AX) = M1(Y,AY ).

Consequently, if X and Y have the same distribution, one has

E(X,AX) = E(Y,AY ).

The two following propositions constitute a key ingredient for proving the main
convergence result in this section.

Proposition 3.3. Let {xmn : m ≥ 1, n ≥ 1} be a double array of elements in a
Banach space X such that

(i) For each m ≥ 1,
1

n

n∑
j=1

xmj → x as n → ∞,

(ii) For each n ≥ 1,
1

m

m∑
i=1

xin → x as m → ∞,

(iii)
1

mn

m∑
i=1

n∑
j=1

xij → x as m ∧ n → ∞,

where x is a member of X. Then,

1

mn

m∑
i=1

n∑
j=1

xij → x as m ∨ n → ∞.

Proof. By (iii), there exists n0 ∈ N∗ such that

(3.1)
∥∥∥ 1

mn

m∑
i=1

n∑
j=1

xij − x
∥∥∥ < ϵ for all m ≥ n0, n ≥ n0.

By (i), for each l = 1, 2, . . . , n0 (the row of lth), there exists r(l) ∈ N∗ such that for
all r > r(l) then

(3.2)
∥∥∥1
r

r∑
j=1

xlj − x
∥∥∥ < ϵ.

By (ii), for each s = 1, 2, . . . , n0 (the column of sth), there exists k(s) ∈ N∗ such
that for all k > k(s) then

(3.3)
∥∥∥1
k

k∑
i=1

xis − x
∥∥∥ < ϵ.

Set N = max{n0, k(1), k(2), . . . , k(n0), i(1), i(2), . . . , i(n0)}. It suffices to show that
for every m ∨ n > N then

(3.4)
∥∥∥ 1

mn

m∑
i=1

n∑
j=1

xij − x
∥∥∥ < ϵ.
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To do this, we consider the following cases.
1. If m > N,n ≤ n0 then by (3.3) we have∥∥∥ 1

mn

m∑
i=1

n∑
j=1

xij − x
∥∥∥ =

∥∥∥ 1
n

n∑
j=1

( 1

m

m∑
i=1

xij − x
)∥∥∥ ≤ 1

n

n∑
j=1

∥∥∥ 1

m

m∑
i=1

xij − x
∥∥∥

<
1

n

n∑
j=1

ϵ = ϵ.

2. If m > N,n > n0 or m > n0, n > N then the conclusion (3.4) follows
immediately from (3.1).

3. If m ≤ n0, n > N then using the arguments as in the proof of the first case
and applying (3.2) we get∥∥∥ 1

mn

m∑
i=1

n∑
j=1

xij − x
∥∥∥ =

∥∥∥ 1

m

m∑
i=1

( 1

n

n∑
j=1

xij − x
)∥∥∥ ≤ 1

m

m∑
i=1

∥∥∥ 1
n

n∑
j=1

xij − x
∥∥∥

<
1

m

m∑
i=1

ϵ = ϵ.

This completes the proof of the proposition. �
Proposition 3.4. Let X be a separable Banach space and let {Xmn : m ≥ 1, n ≥ 1}
be a double array of pairwise independent closed valued random sets having the same
distribution as an integrable r.s. X such that

E(|X| log+ |X|) < ∞.

Let C ′ be the set of all convex combinations of E(X,AX), with rational coefficients.
Then, for each y ∈ C ′, there exists a negligible subset N(y) of Ω and a double array
{gmn : m ≥ 1, n ≥ 1} in L1(X) verifying:

(i) for each m ≥ 1, n ≥ 1, gmn ∈ S1(Xmn,AXmn)
(ii) for any ω ∈ Ω \N(y),

y = lim
m∨n→∞

1

mn

m∑
i=1

n∑
j=1

gij(ω).

Proof. Consider y ∈ C ′. From the definition of C ′ we have y =
∑k

j=1 λjyj where k

is a positive integer, λj are positive rational numbers with
∑k

j=1 λj = 1 and where,

for each j ≥ 1, yj ∈ E(X,AX). Obviously, for every j = 1, . . . , k, it is possible to

write λj =
dj
d where d and the dj are positive integers satisfying d =

∑k
j=1 dj . Put

z1 = y1, . . . , zd1 = y1, zd1+1 = y2, . . . , zd1+d2 = y2, . . . , zd1+···+dk−1+1 = yk, . . . ,

zd = yk. Since then, we have y = 1
d

∑d
i=1 zi. For each 1 ≤ j ≤ d, zj = E(fj) of

fj ∈ S1(X,AX).
The proof will be performed in several steps.

Step 1. By Proposition 3.2(iii), we can choose fij ∈ S1(Xij ,AXij ), 1 ≤ i ≤ d, 1 ≤
j ≤ d such that

E(fij) =

{
E(fi+j−1) if i+ j ≤ d+ 1,
E(fi+j−1−d) if i+ j > d+ 1.
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Let zij = E(fij), 1 ≤ i ≤ d, 1 ≤ j ≤ d. It is easy to check that

1

d

d∑
i=1

zi =
1

d2

d∑
i=1

d∑
j=1

zij ,(3.5)

1

d

d∑
i=1

zi =
1

d

d∑
i=1

zij for each j = 1, 2, . . . , d,(3.6)

1

d

d∑
i=1

zi =
1

d

d∑
j=1

zij for each i = 1, 2, . . . , d,(3.7)

hold.
By Proposition 3.2(iii), for each m ≥ 1, n ≥ 1, there exists a double array {gmn :

m ≥ 1, n ≥ 1} of gmn ∈ S1(Xmn,AXmn) such that {g(s−1)d+i,(t−1)d+j : s ≥ 1, t ≥ 1}
is a double array of random elements having the same distribution as fij for each
i = 1, . . . , d and j = 1, . . . , d.

For any m ≥ 1, n ≥ 1, there exist the integers sm, pm, tn and qn satisfying

m = smd+ pm, sm ≥ 0, 1 ≤ pm ≤ d,(3.8)

n = tnd+ qn, tn ≥ 0, 1 ≤ qn ≤ d.(3.9)

From the above relationships, we deduce that the sequences (pm) and (qn) are
bounded, whereas from (3.8) and (3.9) we deduce

lim
m→∞

sm = ∞ and lim
n→∞

tn = ∞.

Furthermore it is not difficult to shows for all ω ∈ Ω that following equality holds

1

mn

m∑
i=1

n∑
j=1

gij(ω) =
smtn
mn

d∑
i=1

d∑
j=1

1

smtn

sm∑
l=1

tn∑
r=1

g(l−1)d+i,(r−1)d+j(ω)(∗)

+
tn
mn

pm∑
i=1

d∑
j=1

1

tn

tn∑
r=1

gsmd+i,(r−1)d+j(ω)

+
sm
mn

d∑
i=1

qn∑
j=1

1

sm

sm∑
l=1

g(l−1)d+i,tnd+j(ω)

+
1

mn

pm∑
i=1

qn∑
j=1

gsmd+i,tnd+j(ω).

The proof will be performed as follows.
Step 2. Claim 1: There is a negligible subset N11(y) such that for every ω ∈
Ω \N11(y),
(3.10)

smtn
mn

d∑
i=1

d∑
j=1

1

smtn

sm∑
l=1

tn∑
r=1

g(l−1)d+i,(r−1)d+j(ω) →
1

d2

d∑
i=1

d∑
j=1

zij as m ∧ n → ∞.

Since our assumption that {Xmn : m ≥ 1, n ≥ 1} is a double array of p.i.i.d.
closed valued random sets, then {g(s−1)d+i,(t−1)d+j : s ≥ 1, t ≥ 1} is a double array
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of p.i.i.d. random elements in L1(X) with

E(∥gij∥ log+ ∥gij∥) ≤ E(|Xij | log+ |Xij |) < ∞.

Hence, applying Etemadi’s strong law of large numbers (see [12]) to each double
array of vector valued random elements {g(s−1)d+i,(t−1)d+j : s ≥ 1, t ≥ 1} in L1(X)
yields a negligible subset N11(y) such that for every ω ∈ Ω\N11(y), for any 1 ≤ i ≤
d, 1 ≤ j ≤ d,

(3.11)
1

smtn

sm∑
l=1

tn∑
r=1

g(l−1)d+i,(r−1)d+j(ω) → zij as m ∨ n → ∞.

Since we have
(3.12)

lim
m→∞

sm
m

= lim
m→∞

(1
d
+

1

m
− pm

md

)
=

1

d
and lim

n→∞

tn
n

= lim
n→∞

(1
d
+

1

n
− qn

nd

)
=

1

d
,

then (3.10) follows.
Step 3. Claim 2:

(3.13) lim
m∧n→∞

( tn
mn

pm∑
i=1

d∑
j=1

1

tn

tn∑
r=1

gsmd+i,(r−1)d+j(ω)

+
sm
mn

d∑
i=1

qn∑
j=1

1

sm

sm∑
l=1

g(l−1)d+i,tnd+j(ω)
)
= 0 a.s.

Since {g(s−1)d+i,(r−1)d+j : r ≥ 1} is a sequence of p.i.i.d random elements in L1(X)
for each s ≥ 1, 1 ≤ i ≤ d, 1 ≤ j ≤ d, applying Etemadi’s strong law of large
numbers (see [12]) to this sequence yields a negligible subset N12(y) such that for
every ω ∈ Ω \N12(y), for any 1 ≤ i ≤ d, 1 ≤ j ≤ d, m ≥ 1, we have

(3.14)
1

tn

tn∑
r=1

gsmd+i,(r−1)d+j(ω) → zij as n → ∞.

Thus, for every ω ∈ Ω \N12(y),

tn
mn

pm∑
i=1

d∑
j=1

1

tn

tn∑
r=1

gsmd+i,(r−1)d+j(ω) → 0 as m ∧ n → ∞.

Similarly, there exists a negligible subset N13(y) such that for every ω ∈ Ω\N13(y),

sm
mn

d∑
i=1

qn∑
j=1

1

sm

sm∑
l=1

g(l−1)d+i,tnd+j(ω) → 0 as m ∧ n → ∞.

Step 4. Claim 3: There is a negligible N1(y) such that for every ω ∈ Ω \N1(y),

(3.15)
1

mn

pm∑
i=1

qn∑
j=1

gsmd+i,tnd+j(ω) → 0 as m ∧ n → ∞.
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We define the negligible subset N1(y) as the union of the N1j(y) where j ∈
{1, 2, 3}, from (3.11), (3.12) and (3.14) we have that for every ω ∈ Ω \ N1(y), for
any 1 ≤ i ≤ d, 1 ≤ j ≤ d,

1

mn
gsmd+i,tnd+j(ω) =

smtn
mn

( 1

smtn

sm∑
l=1

tn∑
r=1

gld+i,rd+j(ω)

− sm − 1

sm
.

1

(sm − 1)tn

sm−1∑
l=1

tn∑
r=1

gld+i,rd+j(ω)

− tn − 1

smtn
.

1

tn − 1

tn−1∑
r=1

gsmd+i,rd+j(ω)
)
→ 1

d2
(zij − 1.zij − 0.zij) = 0

as m ∧ n → ∞,

whence Claim 3 follows by applying this estimate.
Combining the above limits and using (3.5) and coming back to (∗) we have that

for every ω ∈ Ω \N1(y),

(3.16)
1

mn

m∑
i=1

n∑
j=1

gij(ω) →
1

d

d∑
i=1

zi as m ∧ n → ∞.

Step 5. Next, for each n = td + j, 1 ≤ j ≤ d. If m = smd + pm, 1 ≤ pm ≤ d then
for all ω ∈ Ω, the following equality holds

(∗∗) 1

m

m∑
i=1

gin(ω) =
sm
m

d∑
i=1

1

sm

sm∑
h=1

g(h−1)d+i,n(ω) +
1

m

pm∑
i=1

gsmd+i,n(ω).

Claim 4:

(3.17) lim
m→∞

sm
m

d∑
i=1

1

sm

sm∑
h=1

g(h−1)d+i,n(ω) =
1

d

d∑
i=1

zij a.s.

Since {g(s−1)d+i,n : s ≥ 1} is a sequence of p.i.i.d random elements in L1(X) for
each 1 ≤ i ≤ d, n ≥ 1 then applying again Etemadi’s strong law of large numbers
(see [12]) to this sequence yields a negligible subset N21(n, y) such that for every
ω ∈ Ω \N21(n, y), for any 1 ≤ i ≤ d,

1

sm

sm∑
h=1

g(h−1)d+i,n(ω) → zij as m → ∞.

Thus, for every ω ∈ Ω \N21(n, y),

sm
m

d∑
i=1

1

sm

sm∑
h=1

g(h−1)d+i,n(ω) →
1

d

d∑
i=1

zij as m → ∞.

Claim 5:

(3.18) lim
m→∞

1

m

pm∑
i=1

gsmd+i,n(ω) = 0 a.s.
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Applying Etemadi’s strong law of large numbers (see [12]) yields a negligible subset
N22(n, y) such that for every ω ∈ Ω \N22(n, y), for any 1 ≤ i ≤ d,

1

m
gsmd+i,n(ω) =

sm
m

( 1

sm

sm∑
l=1

gld+i,n(ω)−
sm − 1

sm

1

sm − 1

sm−1∑
l=1

gld+i,n(ω)
)

→ 1

d
(zij − 1.zij) = 0 as m → ∞.

Thus, for every ω ∈ Ω \N22(n, y),

1

m

pm∑
i=1

gsmd+i,n(ω) → 0 as m → ∞.

We define the negligible subset N2(n, y) as the union of the N2j where j ∈ {1, 2},
combining the above limits and by (3.6) and coming back to (∗∗) we have that for
every ω ∈ Ω \N2(n, y),

(3.19)
1

m

m∑
i=1

gin(ω) →
1

d

d∑
i=1

zi as m → ∞.

Similarly, for each m ≥ 1, there exists a negligible subset N3(m, y) such that for
every ω ∈ Ω \N3(m, y),

(3.20) lim
n→∞

1

n

n∑
j=1

gmj(ω) =
1

d

d∑
i=1

zi.

Final Step and Conclusion:

We define the negligible subset N(y) as the union of the N1(y), N2(n, y) and
N3(m, y) where m ≥ 1, n ≥ 1. Combining (3.16), (3.19), (3.20) and Proposition 3.3,
we have that for every ω ∈ Ω \N(y),

1

mn

m∑
i=1

n∑
j=1

gij(ω) → y as m ∨ n → ∞.

The proof is therefore completed. �

We also need an useful lemma that is formally derived from (2.2).

Lemma 3.5. Let {Cmn : m ≥ 1, n ≥ 1} be a double array in c(X). Also consider
C ∈ c(X) and a countable dense subset D∗ of B∗ such that

d(x, coC) = sup
z∈D∗

{⟨z, x⟩ − δ∗(z, coC)}, x ∈ X

(which is possible by (2.2)). If, for every z ∈ D∗, one has

(3.21) lim sup
m∨n→∞

δ∗(z, Cmn) ≤ δ∗(z, C)

then, for every x ∈ X,

lim inf
m∨n→∞

d(x,Cmn) ≥ d(x, coC).
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Proof. For every x ∈ X, we have by (2.1), (2.2), (3.21) and elementary calculations

lim inf
m∨n→∞

d(x,Cmn) ≥ lim inf
m∨n→∞

d(x, coCmn)

≥ lim inf
m∨n→∞

[
sup
z∈B∗

{
⟨z, x⟩ − δ∗(z, Cmn)

}]
≥ sup

z∈B∗

{
lim inf
m∨n→∞

[
⟨z, x⟩ − δ∗(z, Cmn)

]}
≥ sup

z∈B∗

{
⟨z, x⟩ − δ∗(z, C)

}
≥ sup

z∈D∗

{
⟨z, x⟩ − δ∗(z, C)

}
= d(x, coC).

�

Proposition 3.4 allows to prove the “lim sup” part in the Wijsman convergence
for the SLLN under consideration.

Proposition 3.6. Under the same hypotheses as in Proposition 3.4, there exists a
negligible subset N such that, for any ω ∈ Ω \N and x ∈ X,

(3.22) lim sup
m∨n→∞

d
(
x, cl

1

mn

m∑
i=1

n∑
j=1

Xij(ω)
)
≤ d(x, co E(X,A)).

Proof. The proof is similar to the proof of Proposition 3.4 in C. Hess [18]. For the
sake of completeness we provide the details.

Let Zmn(ω) = cl 1
mn

∑m
i=1

∑n
j=1Xij(ω) for every m ≥ 1, n ≥ 1, ω ∈ Ω. From

Proposition 3.1(ii) we know that co E(X,A) = co E(X,AX). Further, let D′ be a
countable dense subset of E(X,AX) satisfying cl D′ = cl E(X,AX), and consider
the set C ′ of all rational convex combinations of members of D′. On the other
hand, consider a countable dense subset D of X and observe that it suffices to prove
(3.22) for all x in D. Indeed, each side of (3.22) defines a Lipschitz function of x
(with Lipschitz constant 1). So, consider x ∈ D and an integer p ≥ 1. One can find
y′ = y′(x, p) ∈ C ′, depending on x and p, such that

∥x− y′∥ ≤ d(x, co E(X,A)) +
1

p
.

Further, Proposition 3.4 applied to y′, yields the existence of a negligible subset
N(x, p) and of a double array {gmn : m ≥ 1, n ≥ 1} verifying properties (i) and (ii).
Then, define the negligible subset N as the union of the N(x, p) where x ∈ D and
p ≥ 1, and consider ω ∈ Ω \N . For every x ∈ D, we have

lim sup
m∨n→∞

d(x,Zmn(ω)) ≤ lim
m∨n→∞

∥x− 1

mn

m∑
i=1

n∑
j=1

gij(ω)∥

= ∥x− y′∥ ≤ d(x, co E(X,A)) +
1

p
,

whence, by the arbitrariness of p, yields the desired conclusion. �
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Now, we can state and prove the main result of this section, namely, the multival-
ued SLLN for double array of pairwise independent identically distributed random
sets when c(X) is endowed with the Wijsman topology.

Theorem 3.7. Let X be a separable Banach space and let {Xmn : m ≥ 1, n ≥ 1} be
a double array of pairwise independent closed valued random sets having the same
distribution as an integrable r.s. X such that

E(|X| log+ |X|) < ∞.

Then, there exists a negligible subset N such that, for any ω ∈ Ω \N ,

co E(X,A) = TW − lim
m∨n→∞

cl
1

mn

m∑
i=1

n∑
j=1

Xij(ω)

that is, for any x ∈ X,

d(x, co E(X,A)) = lim
m∨n→∞

d
(
x, cl

1

mn

m∑
i=1

n∑
j=1

Xij(ω)
)
.

Proof. Let Zmn(ω) = cl 1
mn

∑m
i=1

∑n
j=1Xij(ω) for every m ≥ 1, n ≥ 1, ω ∈ Ω and

let C = co E(X,A). By (2.3) there is a countable set D∗ in B∗ such that

d(x,C) = sup
z∈D∗

{⟨z, x⟩ − δ∗(z, C)} ∀x ∈ X.

Let z be fixed in D∗. Since the map F → δ∗(z, F ) is Effros measurable from c(X)
in R, we deduce that {δ∗(z,Xmn) : m ≥ 1, n ≥ 1} is a double array of R-valued
pairwise independent random variables having the same distribution as δ∗(z,X).
Further, by the inequality

E(|δ∗(z,X)| log+ |δ∗(z,X)|) ≤ E(|X| log+ |X|) < ∞,

we may apply Etemadi’s strong law of large numbers (see [12]) to double array of
R-valued random variables {δ∗(z,Xmn) : m ≥ 1, n ≥ 1}. This yields the existence
of a negligible subset N(z) of Ω verifying, for every ω ∈ Ω \N(z),

δ∗(z, C) = lim
m∨n→∞

1

mn

m∑
i=1

n∑
j=1

δ∗(z,Xij(ω)) = lim
m∨n→∞

δ∗(z, Zmn(ω)).

Now, defining the negligible subset N1 as the union of the N(z), for z ∈ D∗, we
deduce that

(3.23) δ∗(z, C) = lim
m∨n→∞

δ∗(z, Zmn(ω)) ∀z ∈ D∗, ∀ω ∈ Ω \N1.

The above equality and Lemma 3.5 entail

(3.24) lim inf
m∨n→∞

d(x,Zmn(ω)) ≥ d(x,C) ∀x ∈ X, ∀ω ∈ Ω \N1.

On the other hand, Proposition 3.6 yields the existence of a negligible subset N2

such that

(3.25) lim sup
m∨n→∞

d(x,Zmn(ω)) ≤ d(x,C) ∀x ∈ X, ∀ω ∈ Ω \N2.

Finish the proof by defining the negligible subset N = N1 ∪N2 and by combining
inequalities (3.24) and (3.25). �
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4. The strong laws of large numbers for double array of
independent closed valued random sets in Rademacher type p

Banach spaces

We will provide several Wijsman convergence results relative to the strong law
of large numbers for double array of independent closed valued random sets in
Rademacher type p Banach spaces. Before going further, let us recall a useful result
due to Stadtmüller and Thanh [29]. That result is an analogue of Toeplitz lemma
(see, e.g., Loève [24], p. 250).

Lemma 4.1. Let {xmn : m ≥ 1, n ≥ 1} be a double array of elements in a Banach
space X such that

lim
m∨n→∞

xmn = x

where x is a member of X. Then we have

lim
m∨n→∞

1

mn

m∑
i=1

n∑
j=1

xij = x.

The following proposition is a crucial tool for proving the main results in this
section.

Proposition 4.2. Suppose that X is a Rademacher type p Banach space, where
1 ≤ p ≤ 2. Let {Xmn : m ≥ 1, n ≥ 1} be a double array of independent closed valued
random sets satisfying the following conditions:

∞∑
m=1

∞∑
n=1

E|Xmn|p

(mn)p
< ∞

and there exists X ∈ c(X) such that

X ⊂ s− lim∨n→∞
(
cl E(Xmn,AXmn)

)
,(4.1)

lim sup
m∨n→∞

δ∗
(
z, cl E(Xmn,A)

)
≤ δ∗(z,X), ∀z ∈ X∗.(4.2)

Consider the set C ′ of all convex combinations of X, with rational coefficients.
Then, for each y ∈ C ′, there exists a negligible subset N(y) of Ω and a double array
{gmn : m ≥ 1, n ≥ 1} in Lp(X) satisfying:

(i) for each m ≥ 1, n ≥ 1, gmn ∈ S1(Xmn,AXmn)
(ii) for any ω ∈ Ω \N(y),

y = lim
m∨n→∞

1

mn

m∑
i=1

n∑
j=1

gij(ω).

Proof. Consider y ∈ C ′. From the definition of C ′ we have y =
∑k

j=1 λjyj where

k is a positive integer, λj are positive rational numbers with
∑k

j=1 λj = 1 and
where, for each j ≥ 1, yj ∈ X. Obviously, for every j = 1, . . . , k, it is possible to

write λj =
dj
d where d and the dj are positive integers satisfying d =

∑k
j=1 dj . Put

z1 = y1, . . . , zd1 = y1, zd1+1 = y2, . . . , zd1+d2 = y2, . . . , zd1+···+dk−1+1 = yk, . . . ,

zd = yk, then we have y = 1
d

∑d
i=1 zi.
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The proof will be performed in several steps.
Step 1. The main part of the proof is to apply fairly Proposition 3.3, we choose
an array {zij : 1 ≤ i ≤ d, 1 ≤ j ≤ d} of the members of X such that

zij =

{
zi+j−1 if i+ j ≤ d+ 1,
zi+j−1−d if i+ j > d+ 1.

It is easy to check that (3.5), (3.6) and (3.7) are true.
By condition (4.1), there exists a double array {gmn : m ≥ 1, n ≥ 1} of gmn ∈

S1(Xmn,AXmn) such that
(4.3)

E
(
g(s−1)d+i,(t−1)d+j

)
→ zij as s∨t → ∞ for each i = 1, 2, . . . , d and j = 1, 2, . . . , d.

For any m ≥ 1, n ≥ 1, there exist the integers sm, pm, tn and qn satisfying (3.8)
and (3.9). From the above relationships, we deduce that the sequences (pm) and
(qn) are bounded,

lim
m→∞

sm = ∞ and lim
n→∞

tn = ∞.

Furthermore for all ω ∈ Ω the following equalities hold

1

mn

m∑
i=1

n∑
j=1

gij(ω) =
1

mn

m∑
i=1

n∑
j=1

(gij(ω)− E(gij)) +
1

mn

m∑
i=1

n∑
j=1

E(gij)(∗ ∗ ∗)

=
1

mn

m∑
i=1

n∑
j=1

(gij(ω)− E(gij))

+
smtn
mn

d∑
i=1

d∑
j=1

1

smtn

sm∑
l=1

tn∑
r=1

E(g(l−1)d+i,(r−1)d+j)

+
tn
mn

pm∑
i=1

d∑
j=1

1

tn

tn∑
r=1

E(gsmd+i,(r−1)d+j)

+
sm
mn

d∑
i=1

qn∑
j=1

1

sm

sm∑
l=1

E(g(l−1)d+i,tnd+j)

+
1

mn

pm∑
i=1

qn∑
j=1

E(gsmd+i,tnd+j).

The proof will be performed as follows.
Step 2. Claim 1: There exists a negligible subset N1(y) such that, for every
ω ∈ Ω \N1(y),

(4.4)
1

mn

m∑
i=1

n∑
j=1

(gij(ω)−E(gij)) → 0 as m ∨ n → ∞.

Since {Xmn : m ≥ 1, n ≥ 1} is a double array of independent closed valued
random sets and gmn ∈ S1(Xmn,AXmn) then {gmn : m ≥ 1, n ≥ 1} is a double
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array of independent random elements in Lp(X) with

∞∑
m=1

∞∑
n=1

E∥gmn∥p

(mn)p
≤

∞∑
m=1

∞∑
n=1

E|Xmn|p

(mn)p
< ∞,

whence Claim 1 follows by applying Theorem 3.1 in [27].
Step 3. Claim 2:
(4.5)

smtn
mn

d∑
i=1

d∑
j=1

1

smtn

sm∑
l=1

tn∑
r=1

E(g(l−1)d+i,(r−1)d+j) →
1

d2

d∑
i=1

d∑
j=1

zij as m ∧ n → ∞.

By (4.3) and Lemma 4.1, we get

1

smtn

sm∑
l=1

tn∑
r=1

E(g(l−1)d+i,(r−1)d+j) → zij as m ∨ n → ∞.

By (3.12), we obtain (4.5).
Step 4. Claim 3:

(4.6) lim
m∧n→∞

( tn
mn

pm∑
i=1

d∑
j=1

1

tn

tn∑
r=1

E(gsmd+i,(r−1)d+j)

+
sm
mn

d∑
i=1

qn∑
j=1

1

sm

sm∑
l=1

E(g(l−1)d+i,tnd+j)
)
= 0.

By (4.3), we obtain E(g(s−1)d+i,(t−1)d+j) → zij as t → ∞ for any 1 ≤ i ≤ d, 1 ≤ j ≤
d, s ≥ 1. Hence,

lim
n→∞

1

tn

tn∑
r=1

E(gsmd+i,(r−1)d+j) → zij for any 1 ≤ i ≤ d, 1 ≤ j ≤ d, m ≥ 1.

Thus,

tn
mn

pm∑
i=1

d∑
j=1

1

tn

tn∑
r=1

E(gsmd+i,(r−1)d+j) → 0 as m ∧ n → ∞.

Similarly,

sm
mn

d∑
i=1

qn∑
j=1

1

sm

sm∑
l=1

E(g(l−1)d+i,tnd+j) → 0 as m ∧ n → ∞.

Step 5. Claim 4:

(4.7)
1

mn

pm∑
i=1

qn∑
j=1

E(gsmd+i,tnd+j) → 0 as m ∧ n → ∞.

By (4.3) and Lemma 4.1, for any 1 ≤ i ≤ d, 1 ≤ j ≤ d,

1

mn
E(gsmd+i,tnd+j) =

smtn
mn

( 1

smtn

sm∑
l=1

tn∑
r=1

E(gld+i,rd+j)
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− sm − 1

sm
.

1

(sm − 1)tn

sm−1∑
l=1

tn∑
r=1

E(gld+i,rd+j)

− tn − 1

smtn
.

1

tn − 1

tn−1∑
r=1

E(gsmd+i,rd+j)
)
→ 1

d2
(zij − 1.zij − 0.zij)

=0 as m ∧ n → ∞.

Thus, we obtain (4.7).
Combining the above limits and using (3.5) coming back to (∗ ∗ ∗) we have that

for every ω ∈ Ω \N1(y),

(4.8)
1

mn

m∑
i=1

n∑
j=1

gij(ω) →
1

d

d∑
i=1

zi as m ∧ n → ∞.

Step 6. Next, for each n = td + j, 1 ≤ j ≤ d. If m = smd + pm, 1 ≤ pm ≤ d then
for all ω ∈ Ω, the following equalities hold

1

m

m∑
i=1

gin(ω) =
1

m

m∑
i=1

(gin(ω)− E(gin)) +
1

m

m∑
i=1

E(gin)(∗ ∗ ∗∗)

=
1

m

m∑
i=1

(gin(ω)− E(gin)) +
sm
m

d∑
i=1

1

sm

sm∑
h=1

E(g(h−1)d+i,n)

+
1

m

pm∑
i=1

E(gsmd+i,n).

Claim 5:

(4.9) lim
m→∞

1

m

m∑
i=1

(gin(ω)− E(gin)) = 0 a.s.

Since {gin : i ≥ 1} is a sequence of independent random elements in Lp(X) for each

n ≥ 1 and
∑∞

m=1
E∥gmn∥p

mp < ∞, there exists a negligible subset N2(n, y) such that
for every ω ∈ Ω \N2(n, y),

1

m

m∑
i=1

(gin(ω)− E(gin)) → 0 as m → ∞.

Claim 6:

(4.10)
sm
m

d∑
i=1

1

sm

sm∑
h=1

E(g(h−1)d+i,n) →
1

d

d∑
i=1

zij as m → ∞.

For any 1 ≤ i ≤ d,

1

sm

sm∑
h=1

E(g(h−1)d+i,n) → zij as m → ∞.
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Thus, (4.10) is true.
Claim 7:

(4.11)
1

m

pm∑
i=1

E(gsmd+i,n) → 0 as m → ∞.

For any 1 ≤ i ≤ d,

1

m
E(gsmd+i,n) =

sm
m

( 1

sm

sm∑
l=1

E(gld+i,n)−
sm − 1

sm

1

sm − 1

sm−1∑
l=1

E(gld+i,n)
)

→ 1

d
(zij − 1.zij) = 0 as m → ∞,

whence Claim 7 follows by applying above estimate.
Combining the above limits and by (3.6) coming back to (∗ ∗ ∗∗) we have that

for every ω ∈ Ω \N2(n, y),

(4.12)
1

m

m∑
i=1

gin(ω) →
1

d

d∑
i=1

zi as m → ∞.

Similarly, for each m ≥ 1, there exists a negligible subset N3(m, y) such that for
every ω ∈ Ω \N3(m, y),

(4.13)
1

n

n∑
j=1

gmj(ω) →
1

d

d∑
i=1

zi as n → ∞.

Final Step and Conclusion:
We define the negligible subset N(y) as the union of the N1(y), N2(n, y) and

N3(m, y) where m ≥ 1, n ≥ 1. Combining (4.8), (4.12), (4.13) and Proposition 3.3,
we have that for every ω ∈ Ω \N(y),

1

mn

m∑
i=1

n∑
j=1

gij(ω) → y as m ∨ n → ∞.

The proof is therefore completed. �

Proposition 4.3. Under the same hypotheses as in Proposition 4.2, there exists a
negligible subset N such that, for any ω ∈ Ω \N and x ∈ X,

(4.14) lim sup
m∨n→∞

d(x, cl
1

mn

m∑
i=1

n∑
j=1

Xij(ω)) ≤ d(x, coX).

Proof. Let Zmn(ω) = cl 1
mn

∑m
i=1

∑n
j=1Xij(ω) for every m ≥ 1, n ≥ 1, ω ∈ Ω.

Further, let D′ be a countable dense subset of X satisfying cl D′ = cl X, and
consider the set C ′ of all rational convex combinations of members of D′. On the
other hand, consider a countable dense subset D of X and observe that it suffices to
prove (4.14) for all x in D. Indeed, each side of (4.14) defines a Lipschitz function
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of x (with Lipschitz constant 1). So, consider x ∈ D and an integer p ≥ 1. One can
find y′ = y′(x, p) ∈ C ′, depending on x and p, such that

∥x− y′∥ ≤ d(x, coX) +
1

p
.

Further, Proposition 4.2 applied to y′, yields the existence of a negligible subset
N(x, p) and of a double array {gmn : m ≥ 1, n ≥ 1} verifying properties (i) and (ii).
Then, define the negligible subset N as the union of the N(x, p) where x ∈ D and
p ≥ 1, and consider ω ∈ Ω \N . For every x ∈ D, we have

lim sup
m∨n→∞

d(x,Zmn(ω)) ≤ lim
m∨n→∞

∥x− 1

mn

m∑
i=1

n∑
j=1

gij(ω)∥ = ∥x−y′∥ ≤ d(x, coX)+
1

p
,

whence, by the arbitrariness of p, yields the desired conclusion. �

Theorem 4.4. Under the same hypotheses as in Proposition 4.2, there exists a
negligible subset N such that, for any ω ∈ Ω \N ,

coX = TW − lim
m∨n→∞

cl
1

mn

m∑
i=1

n∑
j=1

Xij(ω)

that is, for any x ∈ X,

d(x, coX) = lim
m∨n→∞

d(x, cl
1

mn

m∑
i=1

n∑
j=1

Xij(ω)).

Proof. We begin by choosing a countable subset D∗ of B∗, satisfying (2.3) relatively
to the subset C = coX, that is

d(x,C) = sup
z∈D∗

{⟨z, x⟩ − δ∗(z, C)} ∀x ∈ X.

Let z be fixed in D∗. Since the map F → δ∗(z, F ) is Effros measurable from c(X)
in R, we deduce that {δ∗(z,Xmn) : m ≥ 1, n ≥ 1} is a double array of R-valued
independent random variables in Lp with

∞∑
m=1

∞∑
n=1

E|δ∗(z,Xmn)|p

(mn)p
≤

∞∑
m=1

∞∑
n=1

E|Xmn|p

(mn)p
< ∞.

Further, by (4.1), (4.2) and Proposition 3.1,

E
(
δ∗(z,Xmn)

)
= δ∗(z, clE(Xmn,A)) → δ∗(z,X) as m ∨ n → ∞.

Hence, there exists a negligible subset N(z) of Ω verifying, for every ω ∈ Ω \N(z),

δ∗(z, C) = lim
m∨n→∞

1

mn

m∑
i=1

n∑
j=1

δ∗(z,Xij(ω)) = lim
m∨n→∞

δ∗(z, Zmn(ω)).

Now, defining the negligible subset N1 as the union of the N(z), for z ∈ D∗, we
deduce that

(4.15) δ∗(z, C) = lim
m∨n→∞

δ∗(z, Zmn(ω)) ∀z ∈ D∗, ∀ω ∈ Ω \N1.
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The above equality and Lemma 3.5 entail

(4.16) lim inf
m∨n→∞

d(x,Zmn(ω)) ≥ d(x,C) ∀x ∈ X, ∀ω ∈ Ω \N1.

On the other hand, Proposition 4.3 yields the existence of a negligible subset N2

such that

(4.17) lim sup
m∨n→∞

d(x,Zmn(ω)) ≤ d(x,C) ∀x ∈ X, ∀ω ∈ Ω \N2.

Finish the proof by defining the negligible subset N = N1 ∪N2 and by combining
inequalities (4.16) and (4.17). �

If the conditions (4.1) and (4.2) no longer satisfied then we get the following
theorem

Theorem 4.5. Let 1 ≤ p ≤ 2 and let X be a Rademacher type p Banach space.
Consider a double array {Xmn : m ≥ 1, n ≥ 1} of independent closed valued random
sets such that 0 ∈ E(Xmn,AXmn) and for every choice of constants α > 0, β > 0,

∞∑
m=1

∞∑
n=1

E|Xmn|p

(mαnβ)p
< ∞.

Then, there exists a negligible subset N such that, for any ω ∈ Ω \N and x ∈ X,

(4.18) lim sup
m∨n→∞

d(x, cl
1

mαnβ

m∑
i=1

n∑
j=1

Xij(ω)) ≤ d(x, {0}).

Proof. For all m ≥ 1, n ≥ 1, since 0 ∈ E(Xmn,AXmn), there exists fmn ∈
S1(Xmn,AXmn) such that E(fmn) = 0.

Moreover, since {Xmn : m ≥ 1, n ≥ 1} is a double array of independent closed
valued random sets and fmn is a AXmn-measurable selection of Xmn, then {fmn :
m ≥ 1, n ≥ 1} is independent.

On the other hand, we have
∞∑

m=1

∞∑
n=1

E∥fmn∥p

(mαnβ)p
≤

∞∑
m=1

∞∑
n=1

E|Xmn|p

(mαnβ)p
< ∞.

By Theorem 3.1 [27], we get

1

mαnβ

m∑
i=1

n∑
j=1

fij(ω) → 0 a.s. as m ∨ n → ∞.

Then, there exists a negligible subset N such that, for any ω ∈ Ω \N and x ∈ X,

lim sup
m∨n→∞

d
(
x, cl

1

mαnβ

m∑
i=1

n∑
j=1

Xij(ω)
)

≤ lim sup
m∨n→∞

∥∥∥x− 1

mαnβ

m∑
i=1

n∑
j=1

fij(ω)
∥∥∥

= d(x, {0}).
The proof is completed. �

In the next theorem, we obtain the Marcinkiewicz-Zygmund type law of large
numbers for double array of independent closed valued random sets.
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Theorem 4.6. Let X be a Rademacher type p (1 < p ≤ 2) Banach space and let
{Xmn : m ≥ 1, n ≥ 1} be a double array of independent closed valued random sets
with 0 ∈ E(Xmn,AXmn) for all m ≥ 1, n ≥ 1. Suppose that {Xmn : m ≥ 1, n ≥ 1}
is stochastically dominated by a random element X.

(i) If E
(
∥X∥q log+ ∥X∥

)
< ∞ for some q ∈ (0, p), then, there exists a negligible

subset N such that, for any ω ∈ Ω \N and x ∈ X,

(4.19) lim sup
m∨n→∞

d
(
x, cl

1

(mn)
1
q

m∑
i=1

n∑
j=1

Xij(ω)
)
≤ d(x, {0}).

(ii) If E
(
∥X∥(log+ ∥X∥)2

)
< ∞, then, there exists a negligible subset N such

that, for any ω ∈ Ω \N and x ∈ X,

(4.20) lim sup
m∨n→∞

d
(
x, cl

1

mn

m∑
i=1

n∑
j=1

Xij(ω)) ≤ d(x, {0}
)
.

Proof. Using the same argument as in the proof of Theorem 4.5 provides a selection
fmn of Xmn such that E(fmn) = 0 and {fmn : m ≥ 1, n ≥ 1} is independent.

Since the event of {∥fmn∥ ≥ t} ⊂ {|Xmn| ≥ t} for all t ≥ 0,m ≥ 1, n ≥ 1, then

P{∥fmn∥ ≥ t} ≤ P{|Xmn| ≥ t} ≤ C P{∥X∥ ≥ t} for all t ≥ 0,m ≥ 1, n ≥ 1.

Thus {fmn : m ≥ 1, n ≥ 1} is stochastically dominated by a random element X.
Using Corollary 3.2 [28], we get

(i) If E
(
∥X∥q log+ ∥X∥

)
< ∞ for some q ∈ (0, p), then

1

(mn)1/q

m∑
i=1

n∑
j=1

fij(ω) → 0 a.s. as m ∨ n → ∞,

so, there exists a negligible subset N such that, for any ω ∈ Ω \N and x ∈ X,

lim sup
m∨n→∞

d
(
x, cl

1

(mn)
1
q

m∑
i=1

n∑
j=1

Xij(ω)
)

≤ lim sup
m∨n→∞

∥∥∥x− 1

(mn)1/q

m∑
i=1

n∑
j=1

fij(ω)
∥∥∥

= d(x, {0}).

(ii) If E
(
∥X∥(log+ ∥X∥)2

)
< ∞, then

1

mn

m∑
i=1

n∑
j=1

fij(ω) → 0 a.s. as m ∨ n → ∞,

and so, there exists a negligible subset N such that, for any ω ∈ Ω \N and x ∈ X,

lim sup
m∨n→∞

d
(
x, cl

1

mn

m∑
i=1

n∑
j=1

Xij(ω)
)
≤ lim sup

m∨n→∞

∥∥∥x− 1

mn

m∑
i=1

n∑
j=1

fij(ω)
∥∥∥ = d(x, {0}).

The proof is completed. �
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The following examples show that in Theorems 4.5 and 4.6, the conclusion (4.18)
(resp. (4.19)) (resp. (4.20)) cannot be replaced by the stronger one

TW − lim
m∨n→∞

1

mαnβ
cl

m∑
i=1

n∑
j=1

Xij(ω) = {0} a.s.(I)

(resp. TW − lim
m∨n→∞

1

(mn)
1
q

cl

m∑
i=1

n∑
j=1

Xij(ω) = {0} a.s.)(II)

(resp. TW − lim
m∨n→∞

1

mn
cl

m∑
i=1

n∑
j=1

Xij(ω) = {0} a.s.).(III)

Example 4.1. Let X = R, then X is Rademacher type p (1 < p ≤ 2) Banach
space. Put X(ω) = [−1, 1] for all ω ∈ Ω, then X is a random set and AX = {∅,Ω}.
Put f(ω) = 0 for all ω ∈ Ω, we get f ∈ S1(X,AX) and E(f) = 0.

Put Xmn = X, fmn = f for all m ≥ 1, n ≥ 1. We infer that {Xmn : m ≥ 1, n ≥ 1}
is a double array of independent random sets, 0 ∈ E(Xmn,AXmn). Let α = 1, β = 1,

∞∑
m=1

∞∑
n=1

E|Xmn|p

(mn)p
=

∞∑
m=1

∞∑
n=1

1

(mn)p
< ∞ for 1 < p ≤ 2.

Next, put gmn(ω) = g(ω) = 1 for all ω ∈ Ω and m ≥ 1, n ≥ 1, we get gmn ∈
S1(Xmn,AXmn). Then, we have

1 = g(ω) =
1

mn

m∑
i=1

n∑
j=1

gij(ω) ∈ cl
1

mn

m∑
i=1

n∑
j=1

Xij(ω) for all ω ∈ Ω.

Since then, for x = 1,

0 ≤ lim inf
m∨n→∞

d(x, cl
1

mn

m∑
i=1

n∑
j=1

Xij(ω)) ≤ lim inf
m∨n→∞

∥x− g(ω)∥ = 0 for all ω ∈ Ω,

but d(x, {0}) = 1. Hence, for all ω ∈ Ω,

lim inf
m∨n→∞

d(x, cl
1

mn

m∑
i=1

n∑
j=1

Xij(ω)) � d(x, {0}) for x = 1.

Thus {Xmn : m ≥ 1, n ≥ 1} satisfies all the conditions of Theorem 4.5 but the
conclusion (I) is not true.

Example 4.2. Let X = R, then X is Rademacher type p (1 < p ≤ 2) Banach space.
The random variable g, the double array of random sets {Xmn : m ≥ 1, n ≥ 1} and
the measurable selections gmn of Xmn are defined as in the above example. It is
easy to check that {Xmn : m ≥ 1, n ≥ 1} is stochastically dominated by the random
variable g and g satisfies the conditions (i) and (ii) for all q ∈ (0, p). However, for
all ω ∈ Ω,

lim inf
m∨n→∞

d
(
x, cl

1

mn

m∑
i=1

n∑
j=1

Xij(ω)
)
� d(x, {0}) for x = 1.
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Hence, {Xmn : m ≥ 1, n ≥ 1} satisfies all the conditions of Theorem 4.6 but the
conclusions (II) (for q = 1) and (III) are not true.

Open problem. It is worth to address the question of the validity of Theorems
4.5 and 4.6 when the condition 0 ∈ E(Xmn,AXmn) is replaced by the condition
0 ∈ E(Xmn,A).

If Xmn having the values in cc(X) or cwk(X) then by Proposition 3.1(ii), the
answer is positive. The following example shows that in the general case, when
Xmn having the values in c(X), we can choose the double array of selections {fmn :
m ≥ 1, n ≥ 1} such that E(fmn) = 0, but {fmn : m ≥ 1, n ≥ 1} doesn’t obey the
strong law of large numbers. Hence, in this case, the method used in the proof of
the Theorems 4.5 and 4.6 is not applicable to the above problem.

Example 4.3. Let Ω = [0, 1] and X = R. Let (Ω,L([0, 1]), dt) be a standard
probability space, L([0, 1]) is the σ-algebra of Lebesgue measurable sets on [0, 1]
and dt is the Lebesgue measure on [0, 1]. Put X = {−1

2 , 12}, then AX = {∅,Ω}.

Consider a random variable f : Ω → {−1
2 , 12} such that P(f = 1

2) = P(f =
−1
2 ) = 1

2 . Obviously, f is a measurable selection of X and E(f) = 1
2 .

1
2 + −1

2 .12 = 0,
P(f ̸= 0) = 1 > 0.

Put Xmn = X, fmn = f for all m ≥ 1, n ≥ 1. We infer that {Xmn : m ≥ 1, n ≥ 1}
is a double array of independent random sets, fmn ∈ S1(Xmn,A) and E(fmn) = 0
(so 0 ∈ E(Xmn,A)). However, {fmn : m ≥ 1, n ≥ 1} doesn’t obey the strong law of
large numbers

1

mn

m∑
i=1

n∑
j=1

fij(ω) = f(ω) 9 0 a.s. as m ∨ n → ∞.

5. Application to slice convergence

Before going further let us mention some simple lemmas.

Lemma 5.1. Let φ be a real valued lower semicontinuous function defined on a
topological space S and let D be a dense subset in S. The following holds:

sup
x∈S

φ(x) = sup
x∈D

φ(x).

Lemma 5.2. Assume that X∗ is separable. Let D∗
1 be a dense sequence in the closed

unit ball B∗ of X∗. Then for all bounded closed convex subsets B and C in X, the
following holds:

D(B,C) = sup
x∗∈B∗

{−δ∗(x∗, C)− δ∗(−x∗, B)} = sup
x∗∈D∗

1

{−δ∗(x∗, C)− δ∗(−x∗, B)}.

Proof. Equality

D(B,C) = sup
x∗∈B∗

{−δ∗(x∗, C)− δ∗(−x∗, B)}

follows from Hahn-Banach theorem, while the second equality

sup
x∗∈B∗

{−δ∗(x∗, C)− δ∗(−x∗, B)} = sup
x∗∈D∗

1

{−δ∗(x∗, C)− δ∗(−x∗, B)}
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follows from the strong separability of X∗ and the above lemma, noting that the
function x∗ → −δ∗(x∗, C)− δ∗(−x∗, B) is strongly continuous on X∗. �
Lemma 5.3. Assume that X is separable. Let D∗

1 be a dense sequence in the closed
unit ball B∗ of X∗ with respect to the Mackey topology. Then for all convex weakly
compact subsets B and C in X, the following holds:

D(B,C) = sup
x∗∈B∗

{−δ∗(x∗, C)− δ∗(−x∗, B)} = sup
x∗∈D∗

1

{−δ∗(x∗, C)− δ∗(−x∗, B)}.

Proof. Equality

D(B,C) = sup
x∗∈B∗

{−δ∗(x∗, C)− δ∗(−x∗, B)}

follows from Hahn-Banach theorem, while equality

sup
x∗∈B∗

{−δ∗(x∗, C)− δ∗(−x∗, B)} = sup
x∗∈D∗

1

{−δ∗(x∗, C)− δ∗(−x∗, B)}

follows from Lemma 5.1, noting that the function x∗ → −δ∗(x∗, C)− δ∗(−x∗, B) is
continuous on X∗ with respect to the Mackey topology. �
Corollary 5.4. Assume that the strong dual X∗ of X is separable and the hypotheses
and notations of Theorem 3.7 are satisfied with E(X,A) bounded, then one has

D(B, coE(X,A)) = lim
m∨n→∞

D
(
B, cl

1

mn

m∑
i=1

n∑
j=1

Xij(ω)
)

a.s.

for all B in cb(X), in other words the double array {Xmn : m ≥ 1, n ≥ 1} satisfies
the strong law of large numbers with respect to the slice convergence.

Proof. Indeed, by Proposition 3.6 there exists a negligible subset N1 such that, for
any ω ∈ Ω \N1 and x ∈ X,

lim sup
m∨n→∞

d
(
x, cl

1

mn

m∑
i=1

n∑
j=1

Xij(ω)
)
≤ d(x, co E(X,A)).

Whence using the definition of the gap functional, we get formally, the ”lim sup”
part of the slice convergence under consideration,

lim sup
m∨n→∞

D
(
B, cl

1

mn

m∑
i=1

n∑
j=1

Xij(ω)
)
= lim sup

m∨n→∞
inf
x∈B

d
(
x, cl

1

mn

m∑
i=1

n∑
j=1

Xij(ω)
)

≤ inf
x∈B

lim sup
m∨n→∞

d
(
x, cl

1

mn

m∑
i=1

n∑
j=1

Xij(ω)
)

≤ inf
x∈B

d(x, co E(X,A)) = D(B, co E(X,A))(5.1)

while the “lim inf” part follows easily from the techniques of the proof of Theorem
3.7 and the separability of X∗. Indeed, by Lemma 5.2 there exists a negligible subset
N2 such that, for any ω ∈ Ω \N2 and every B ∈ cb(X),

lim inf
m∨n→∞

D
(
B, cl

1

mn

m∑
i=1

n∑
j=1

Xij(ω)
)
≥ lim inf

m∨n→∞
D
(
B, co

1

mn

m∑
i=1

n∑
j=1

Xij(ω)
)
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= lim inf
m∨n→∞

sup
x∗∈B∗

{
− δ∗

(
x∗, co

1

mn

m∑
i=1

n∑
j=1

Xij(ω)
)
− δ∗(−x∗, B)

}
≥ sup

x∗∈D∗
1

lim inf
m∨n→∞

{
− δ∗

(
x∗, co

1

mn

m∑
i=1

n∑
j=1

Xij(ω)
)
− δ∗(−x∗, B)

}
≥ sup

x∗∈D∗
1

{
− lim sup

m∨n→∞
δ∗
(
x∗,

1

mn

m∑
i=1

n∑
j=1

Xij(ω)
)
− δ∗(−x∗, B)

}
≥ sup

x∗∈D∗
1

{−δ∗(x∗, co E(X,A))− δ∗(−x∗, B)} = D(B, co E(X,A)).(5.2)

We finish the proof by defining the negligible subset N = N1∪N2 and by combining
inequalities (5.1) and (5.2). �

Corollary 5.5. Assume that the strong dual X∗ of X is separable and the hypotheses
and notations of Theorem 4.4 are satisfied with X bounded, then one has

D(B, coX) = lim
m∨n→∞

D
(
B, cl

1

mn

m∑
i=1

n∑
j=1

Xij(ω)
)

a.s.

for all B in cb(X), in other words the double array {Xmn : m ≥ 1, n ≥ 1} satisfies
the strong law of large numbers with respect to the slice convergence.

Proof. Indeed, by Proposition 4.3 there exists a negligible subset N1 such that, for
any ω ∈ Ω \N1 and x ∈ X,

lim sup
m∨n→∞

d
(
x, cl

1

mn

m∑
i=1

n∑
j=1

Xij(ω)
)
≤ d(x, coX).

Whence using the definition of the gap functional, we get formally, the ”lim sup”
part of the slice convergence under consideration,

lim sup
m∨n→∞

D
(
B, cl

1

mn

m∑
i=1

n∑
j=1

Xij(ω)
)
= lim sup

m∨n→∞
inf
x∈B

d
(
x, cl

1

mn

m∑
i=1

n∑
j=1

Xij(ω)
)

≤ inf
x∈B

lim sup
m∨n→∞

d
(
x, cl

1

mn

m∑
i=1

n∑
j=1

Xij(ω)
)

≤ inf
x∈B

d(x, coX) = D(B, coX)(5.3)

while the “lim inf” part can be achieved as in the preceding corollary making use
of Lemma 5.2. Applying this lemma and (4.15), there exists a negligible subset N2

such that, for any ω ∈ Ω \N2 and every B ∈ cb(X),

lim inf
m∨n→∞

D
(
B, cl

1

mn

m∑
i=1

n∑
j=1

Xij(ω)
)
≥ lim inf

m∨n→∞
D
(
B, co

1

mn

m∑
i=1

n∑
j=1

Xij(ω)
)

= lim inf
m∨n→∞

sup
x∗∈D∗

1

{
− δ∗

(
x∗, co

1

mn

m∑
i=1

n∑
j=1

Xij(ω)
)
− δ∗(−x∗, B)

}
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≥ sup
x∗∈D∗

1

lim inf
m∨n→∞

{
− δ∗

(
x∗,

1

mn

m∑
i=1

n∑
j=1

Xij(ω)
)
− δ∗(−x∗, B)

}
≥ sup

x∗∈D∗
1

{
− lim sup

m∨n→∞
δ∗
(
x∗,

1

mn

m∑
i=1

n∑
j=1

Xij(ω)
)
− δ∗(−x∗, B)

}
≥ sup

x∗∈D∗
1

{−δ∗(x∗, coX)− δ∗(−x∗, B)} = D(B, coX).(5.4)

We finish the proof by defining the negligible subset N = N1∪N2 and by combining
inequalities (5.3) and (5.4). �

Here are some variants of Corollaries 5.4 and 5.5. Let us denote L1
cwk(X) the space

of all nonempty convex weakly compact valued random sets. From Theorem 3.7 we
derive the following

Corollary 5.6. Assume that the hypotheses and notations of Theorem 3.7 are sat-
isfied with X in L1

cwk(X), then one has

D(K,E(X,A)) = lim
m∨n→∞

D
(
K, cl

1

mn

m∑
i=1

n∑
j=1

Xij(ω)
)

a.s.

for all K in cwk(X), in other words the double array {Xmn : m ≥ 1, n ≥ 1} satisfies
the strong law of large numbers with respect to the slice convergence.

Proof. Since X is a convex weakly compact valued integrable bounded random sets,
then E(X,A) is convex weakly compact, using the James theorem (see, e.g., [9],
Proposition 6.2.3 and Remarks 6.2.4). Applying Proposition 3.6 to {Xmn : m ≥
1, n ≥ 1} yields

lim sup
m∨n→∞

d
(
x, cl

1

mn

m∑
i=1

n∑
j=1

Xij(ω)
)
≤ d(x,E(X,A)) ∀x ∈ X a.s.

Whence using the definition of the gap functional, we get formally, the “lim sup”
part of the slice convergence under consideration,

lim sup
m∨n→∞

D
(
K, cl

1

mn

m∑
i=1

n∑
j=1

Xij(ω)
)
= lim sup

m∨n→∞
inf
x∈K

d
(
x, cl

1

mn

m∑
i=1

n∑
j=1

Xij(ω)
)

≤ inf
x∈K

lim sup
m∨n→∞

d
(
x, cl

1

mn

m∑
i=1

n∑
j=1

Xij(ω)
)

≤ inf
x∈K

d(x,E(X,A)) = D(K,E(X,A)) a.s.

while the “lim inf” part follows easily from the techniques of the proof of Theorem
3.7 and the Lemmas 5.1, 5.2 and 5.3. Indeed, invoking again the weak compactness
assumption, for any convex weakly compact subset C and K in cwk(X) we have

D(K,C) = sup
x∗∈B∗

{−δ∗(x∗, C)− δ∗(−x∗,K)} = sup
x∗∈D∗

1

{−δ∗(x∗, C)− δ∗(−x∗,K)}

where D∗
1 is a countable dense subset in B∗ with respect to the Mackey topology,

remembering that the support function x∗ 7→ −δ∗(x∗, C)−δ∗(−x∗,K) is continuous
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on cwk(X)∗ with respect to this topology. Applying Lemma 5.3 and equality (3.7.1)
in Theorem 3.7 it is not difficult to get the “lim inf” part

lim inf
m∨n→∞

D
(
K, cl

1

mn

m∑
i=1

n∑
j=1

Xij(ω)
)
≥ lim inf

m∨n→∞
D
(
K, co

1

mn

m∑
i=1

n∑
j=1

Xij(ω)
)

= lim inf
m∨n→∞

sup
x∗∈B∗

{
− δ∗

(
x∗, co

1

mn

m∑
i=1

n∑
j=1

Xij(ω)
)
− δ∗(−x∗,K)

}
≥ sup

x∗∈B∗
lim inf
m∨n→∞

{
− δ∗

(
x∗,

1

mn

m∑
i=1

n∑
j=1

Xij(ω)
)
− δ∗(−x∗,K)

}
≥ sup

x∗∈D∗
1

{
− lim sup

m∨n→∞
δ∗
(
x∗,

1

mn

m∑
i=1

n∑
j=1

Xij(ω)
)
− δ∗(−x∗,K)

}
≥ sup

x∗∈D∗
1

{−δ∗(x∗, E(X,A))− δ∗(−x∗,K)} = D(K,E(X,A)) a.s.

�

From Theorem 4.4 we derive the following

Corollary 5.7. Assume that the hypotheses and notations of Theorem 4.4 are sat-
isfied with X in cwk(X), then one has

D(K,X) = lim
m∨n→∞

D
(
K, cl

1

mn

m∑
i=1

n∑
j=1

Xij(ω)
)

a.s.

for all K in cwk(X), in other words the double array {Xmn : m ≥ 1, n ≥ 1} satisfies
the strong law of large numbers with respect to the slice convergence.

Proof. Indeed, by Proposition 4.3 we have

lim sup
m∨n→∞

d
(
x, cl

1

mn

m∑
i=1

n∑
j=1

Xij(ω)
)
≤ d(x,X) ∀x ∈ X a.s.

Whence using the definition of the gap functional, we get formally, the “lim sup”
part of the slice convergence under consideration,

lim sup
m∨n→∞

D
(
K, cl

1

mn

m∑
i=1

n∑
j=1

Xij(ω)
)
= lim sup

m∨n→∞
inf
x∈K

d
(
x, cl

1

mn

m∑
i=1

n∑
j=1

Xij(ω)
)

≤ inf
x∈K

lim sup
m∨n→∞

d
(
x, cl

1

mn

m∑
i=1

n∑
j=1

Xij(ω)
)

≤ inf
x∈K

d(x,X) = D(K,X) a.s.

while the “lim inf” part can be achieved as in the preceding corollary making use
the formula

D(K,C) = sup
x∗∈D∗

1

{−δ∗(x∗, C)− δ∗(−x∗,K)}
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which holds for any convex weakly compact K and C in cwk(X) here D∗
1 is a

countable dense subset in B∗ with respect to the Mackey topology. Applying this
equality and (4.15) we get easily

lim inf
m∨n→∞

D
(
K, cl

1

mn

m∑
i=1

n∑
j=1

Xij(ω)
)
≥ lim inf

m∨n→∞
D
(
K, co

1

mn

m∑
i=1

n∑
j=1

Xij(ω)
)

= lim inf
m∨n→∞

sup
x∗∈B∗

{
− δ∗

(
x∗, co

1

mn

m∑
i=1

n∑
j=1

Xij(ω)
)
− δ∗(−x∗,K)

}
≥ sup

x∗∈B∗
lim inf
m∨n→∞

{
− δ∗

(
x∗,

1

mn

m∑
i=1

n∑
j=1

Xij(ω)
)
− δ∗(−x∗,K)

}
≥ sup

x∗∈D∗
1

{
− lim sup

m∨n→∞
δ∗
(
x∗,

1

mn

m∑
i=1

n∑
j=1

Xij(ω)
)
− δ∗(−x∗,K)

}
≥ sup

x∗∈D∗
1

{−δ∗(x∗, X)− δ∗(−x∗,K)} = D(K,X) a.s.

�
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sembles aléatoires et loi des grands nombres, Université des Sciences et Techniques du Langue-
doc 1990.

[27] A. Rosalsky and L. V. Thanh, Strong and weak laws of large numbers for double sums of
independent random elements in Rademacher type p Banach spaces, Stochastic Analysis and
Applications 24 (2006), 1097–1117.

[28] A. Rosalsky and L. V. Thanh, On almost sure and mean convergence of normed double sums of
Banach space valued random elements, Stochastic Analysis and Applications 25 (2007), 895–
911.

[29] U. Stadtmüller and L. V. Thanh, On the strong limit theorems for double arrays of block-wise
M-dependent random variables, The Abdus Salam International Centre for Theoretical Physics
publications, 2008, 12 pages.

[30] M. Tsukada, Convergence of best approximations in a smooth Banach space, J. Approx. Theory
40 (1984), 301–309.

Manuscript received February 18, 2011

Charles Castaing
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